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`But now they only block the sun,Rain and snow on ev'ryone,So many things I would have done,But clouds got in my way'1

1Both Sides Now - Joni Mitchell c
1967 Crazy Crow Music, BMI
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6AbstractThe quantitative understanding of the climate system requires assessment ofthe variability of the Earth's radiation budget. A simulation of clear-sky longwaveirradiance is employed for this purpose. The simulation uses a comprehensive re-analysis system (ERA) and samples globally. Radiometric observations at the surfaceand at the top of the atmosphere are also utilised.Temperature variability determines the variation of clear-sky top of atmosphereoutgoing longwave irradiance (OLRc) for latitudes greater than 40 �. Changes inrelative humidity (RH) strongly in
uence the OLRc variability at low latitudes. Thesurface clear-sky downwelling longwave irradiance (SDLc) is sensitive to changes incolumn moisture and near-surface temperature. Evaluation of the simulated SDLcis undertaken. Simulated SDLc is generally within the observational uncertainty of10 Wm�2.Regions exhibiting a super-greenhouse e�ect are characterised and explained bychanges in RH associated with shifts in the large-scale circulation. The principle �nd-ings are that locally, changes in RH throughout the troposphere, but most especially inthe mid-troposphere, signi�cantly a�ect OLRc variability. Globally, interannual RH
uctuations do not signi�cantly alter the nature of the water vapour feedback in ERAwhich is strongly positive. These conclusions depend on the realistic representation offree-tropospheric RH by ERA; validation of this quantity is required for an improvedunderstanding of the water vapour feedback.Variation in RH in
uences strongly the longwave and shortwave cloud radiativeforcing. The net absorbed radiation variability is primarily determined by OLRc insome sub-tropical regions. Changes in RH in these dry descending regions are likelyto exert a large in
uence on the radiation budget. The identi�cation of interannualvariability is prone to signi�cant error due to (i) arti�cial drifts in ERA climate,(ii) inter-satellite calibration problems and (iii) clear-sky sampling by satellite. Thepresent study provides a rationale for the evaluation of climate models.



Chapter 1THE EARTH'S RADIATIONBUDGET AND CLIMATE1.1 IntroductionThe global climatic regime imposes a direct constraint on agricultural productivity andthe biological carrying capacity of the Earth (e.g. Bolin et al. (1986)). It is thereforeunsurprising that changes in climate over time-scales from years to centuries and milleniahave exerted a profound impact on the social and political history of the modern world(e.g. Lamb (1982)). The distribution of climatic regimes is determined by the balancebetween absorbed shortwave radiation (ASR) from the sun and emitted outgoing longwaveradiation to space (OLR) from the Earth's surface and atmosphere, and the subsequentre-distribution of the net energy surplus received at low latitudes to higher latitude regionswhich receive a net energy de�cit. The dependence of this radiative balance and the large-scale redistribution of energy on atmospheric and surface properties must be extensivelyassessed to consolidate our understanding of the present climate and to augment our skillin the prediction of future climate change.The in
uence of the atmosphere and clouds on the radiation budget may be illustrated byconsidering a simple energy balance model with the surface temperature (Ts) being determ-ined by the equilibrium between the incoming shortwave and outgoing longwave radiationat the surface. A schematic representation of the Earth radiation budget is presented inFig. 1.1. Firstly, consider the situation where the Earth's atmosphere and clouds wereremoved. Assuming the present day value of ASR, which therefore still includes the short-wave re
ective component of clouds and the surface, a balance would exist at Ts=255 K(Fig. 1.1(b)), some 33 K less than the present day value (Fig. 1.1(a)). This di�erence in7



CHAPTER 1. RADIATION BUDGET AND CLIMATE 8temperature is ascribed to the greenhouse e�ect of the atmosphere and clouds. With neitherthe longwave nor the shortwave radiative e�ects of the atmosphere and clouds, ASR wouldincrease from the present day value of 235 Wm�2 to 292 Wm�2, assuming the presentsurface albedo. The surface emission, �T 4s (� = 5:67�10�8 Wm�2K�4), will therefore bal-ance the ASR at Ts=268 K (Fig. 1.1(c)). Thus the greenhouse e�ect is seen to signi�cantlywarm the Earth-atmosphere system, while the cloud radiative or albedo e�ect o�sets thiswarming by approximately 40%, relative to an Earth without an atmosphere.Arrhenius (1896) was one of the �rst to investigate the link between changes in carbon di-oxide concentration and the global climate. Carbon dioxide is a potent absorber of longwaveradiation and a so-called `greenhouse gas'. An increase in the atmospheric concentration ofgreenhouse gases, due to the combustion of carbon-based fuels for example, will lead to anincreased absorption of upwelling radiation. Because temperatures generally decrease withaltitude in the troposphere this will e�ectively reduce the OLR thereby causing a net ra-diative heating of the Earth-atmosphere system due to the enhancement of the greenhousee�ect. The recorded increases and projected future increases in the concentration of manygreenhouse gases constitutes a potentially large anthropogenic warming in
uence on theglobal climate. To quantify the impact of this e�ect on the biosphere, a robust understand-ing of the physical basis of climate variability must be attained. This includes the accuraterepresentation of feedbacks operating that may either amplify or retard the greenhouse gasforcing of climate.The measured increases in greenhouse gas concentration and their radiative e�ect are welldocumented, as is the apparent coupling between greenhouse gas concentration and globalclimate in both the paleo-record and the modern instrumental record (e.g. IPCC (1990)).However, the direct linkage between greenhouse gas concentration and global warming isstill a matter of intense debate. Studies described in IPCC (1996) hope to address thisproblem by detecting an anthropogenic component or `�nger-print' of the observed changein climate. One of the primary techniques used in the attribution of past climate changeand the prediction of future climate change is the development of numerical climate modelsbased on parameterizations that attempt to approximate the physical processes underlyingthe climate system. One of the primary aims of this thesis is to provide a rationale fortesting climate model representations of the present climate variability. In doing so some ofthe radiative and dynamic processes that are important in in
uencing future climate changemay be identi�ed and hopefully improved.



CHAPTER 1. RADIATION BUDGET AND CLIMATE 9
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Figure 1.1: A schematic representation of the Earth's radiation budget for (a) the present day,(b) without the longwave radiative e�ects of the atmosphere or clouds and (c) without the longwaveor shortwave radiative e�ects the atmosphere and clouds. Surface temperature, Ts is calculatedassuming the surface emission, �T 4s , must balance the absorbed solar radiation (ASR) for (b) and(c).



CHAPTER 1. RADIATION BUDGET AND CLIMATE 101.2 Radiative FeedbacksThe complexity of the atmospheric and oceanic circulation conspires to introduce signi-�cant feedbacks to the simple energy balance response of the climate system as depicted inFig. 1.1. For example, reduced snow and ice cover associated with a climate warming arelikely to decrease the global re
ectivity (or albedo) of incoming shortwave radiation suchthat the enhanced greenhouse e�ect is compounded by an increase in ASR. Cloud amountand properties and atmospheric water vapour amount exert strong in
uences on both theshortwave and longwave components of the radiation budget and therefore also constitutepotentially potent feedback mechanisms. The present study assesses the role of water va-pour and clouds in determining the current radiation budget and its variability. In doingso the model representations of climate feedbacks involving water vapour and clouds maybe evaluated.The framework used to quantify feedbacks is described in the IPCC (1990) report. Usinga simple single-level grey-body energy balance model (e.g. Webb et al. (1993)), the OLRmay be described by, OLR = (1� �a)�T 4s + �a�T 4a ; (1.1)where �T 4s approximates the black-body longwave emission, E, by the surface. A fractionof this emission, (1� �a), is transmitted to the top of the atmosphere while the remainingfraction is absorbed by the atmosphere and emitted to space at the atmospheric temperature(Ta) of magnitude, �a�T 4a . Assuming the atmosphere to be in radiative equilibrium withrespect to longwave radiation, the absorbed radiation, �a�T 4s , is balanced by emission bothto the surface and out to space, 2�a�T 4a . Thus the e�ective atmospheric temperature isapproximated by, Ta = Ts2 14 ; (1.2)and Eq. 1.1 thence becomes, OLR = (1� �a2 )�T 4s : (1.3)The partial derivative of Eq. 1.3 with respect to Ts is,@OLR@Ts = 4(1� �a2 )�T 3s ; (1.4)which approximates the black-body response of the Earth's radiation budget to a change inTs. Using a recent estimate of OLR and Ts (Kiehl and Trenberth (1997)) the term, (1� �a2 ),approximates to 0.60. Therefore, from Eq. 1.4, the OLR will increase with Ts at the rateof 3.3 Wm�2K�1 in the absence of additional feedbacks. The overall response of the net



CHAPTER 1. RADIATION BUDGET AND CLIMATE 11downward radiation at the top of the atmosphere, NET, to changes in surface temperatureis given by, � = dNETdTs = dASRdTs � dOLRdTs ; (1.5)where � is the feedback parameter. The feedback parameter is calculated as the sum ofcomponent feedback parameters by,� = �BB + �wv + �� + �cld + �i + :::; (1.6)where �BB is the black-body response, calculated as -3.3 Wm�2K�1 using Equations 1.4and 1.5, assuming @ASR@Ts = 0. The additional important radiative feedbacks relate to wa-ter vapour (wv), lapse rate (�), cloud (cld) and ice albedo (i). The climate sensitivityparameter, �, is calculated as the reciprocal of the sum of all the feedback parameters,� = 1�� = 1�(�BB + �wv + �� + �cld + �i + :::) ; (1.7)in units of K(Wm�2)�1 and essentially relates the change in surface temperature, �Ts,to a change in net radiative input into the Earth-atmosphere system, �NET , or radiativeforcing. Climate model estimates of � range from between about 0.4 and 1.1 K(Wm�2)�1(IPCC (1990)) which all denote a positive feedback relative to the black-body response.1.2.1 Water Vapour FeedbackOne of the best understood feedbacks is that of water vapour, which is generally believedto exert a positive feedback on the climate system (e.g. Cess (1989), Rind et al. (1991),Shine and Sinha (1991)). Climate model studies (e.g. Cess et al. (1990)) suggest that thewater vapour feedback ampli�es the black-body climate sensitivity parameter by a factor ofabout 1.6 (from 0.3 to 0.48 K(Wm�2)�1). The mechanism involved is physically intuitive.An increase in atmospheric water vapour amount is expected in a warmer climate sincethe maximum amount of water vapour for a given volume of air increases approximatelyexponentially with temperature as dictated by the Clausius-Clapeyron equation (e.g. Ravaland Ramanathan (1989)). Thus if the fractional degree of water vapour saturation in theatmosphere, approximated by the relative humidity (RH), were to be fairly constant, watervapour amount will increase with temperature. Because water vapour is a powerful green-house gas, the increase in OLR with Ts is retarded compared to the black-body response dueto the e�ects of water vapour amount increases. This is further enhanced by the increasedatmospheric absorption of shortwave radiation with increased atmospheric moisture (e.g.Cess et al. (1989)).



CHAPTER 1. RADIATION BUDGET AND CLIMATE 12Manabe and Wetherald (1967) showed the water vapour feedback to be strongly positiveusing a radiative-convective single column model and prescribing �xed RH . The degreeto which the water vapour feedback adheres to these thermodynamic constraints will in-
uence the magnitude and possibly even the sign of the water vapour feedback. Whilemodelling studies, such as Del Genio et al. (1991), show generally small changes in RHwith climate warming, this may be an artifact of the incomplete mechanisms involved inthe parameterization of moist convection. For example, Lindzen (1990) proposed that awarmer climate may induce increasingly vigorous convection which could in turn result inthe detrainment of water vapour at higher, colder altitudes. This would e�ectively result inless water vapour being supplied to the free troposphere, thus reducing RH and o�settingthe positive thermodynamic water vapour feedback. Schneider et al. (1997a) noted thatmodel RH in the present climate is increased by convective processes as well as the largescale mixing and vertical di�usion of water vapour, while large scale subsidence over theclimatic desert regions acts to decrease relative humidity. The e�ciency of precipitationis also an important agent with regard to the available atmospheric water vapour amountalthough its dependence on atmospheric parameters is relatively unresolved. Hence thereis need for greater understanding of these atmospheric processes in climate models, suchas convection and precipitation e�ciency, that are crucial in determining the water vapourfeedback. The e�ect of changes in RH on the clear-sky feedbacks are discussed in Chapters3 and 5.1.2.2 Cloud Feedback and the Concept of Cloud Radiative ForcingThe e�ect of clouds and their interaction with climate constitutes one of the largest un-certainties involved in the prediction of future climate (e.g. IPCC (1996)). This uncertaintyarises from their approximated radiative processes (e.g. Stephens (1984)), global distribu-tion (e.g. Rossow and Schi�er (1991)), microphysical properties (e.g. Le Treut and Li(1991)) and the primitive understanding of the large-scale processes which control theseparameters (e.g. J. M. Slingo (1980)). The cloud feedback, as depicted by climate mod-els, ranges from slightly negative to strongly positive (IPCC (1990)), although again theseresults are uncertain given the incomplete understanding of cloud-climate interactions. In-deed, the calculated climate sensitivity is highly dependent on the cloud parameterizationsused in climate models. For example, Mitchell et al. (1989) showed the increase of globalannual-mean Ts in response to the doubling of CO2 to be reduced from 5.2 K to 2.7 K onreplacing a simple cloud scheme that is dependent on RH with a more sophisticated schemethat resolved the cloud water budget.



CHAPTER 1. RADIATION BUDGET AND CLIMATE 13Correctly representing the cloud feedback requires the response of cloud amount andproperties to changes in climate to be modelled accurately. The availability of satelliteradiation budget observations that are able to identify clear-sky scenes (e.g. Barkstrom(1984)) along with satellite-derived cloud climatologies (e.g. Rossow and Schi�er (1991))provide some information concerning the physical nature of the cloud in
uence on theEarth's radiation budget. For example, Tselioudis et al. (1992) showed cloud optical depthto decrease with increasing Ts for warm continental and maritime low cloud, thus implyinga positive cloud feedback to climate warming in these regions.The framework generally used to quantify cloud radiative impacts on climate and itsvariability is that of cloud radiative forcing. Consider a single layer of uniform cloud thatcovers the fraction Ac of a region. If the downward net irradiance at the top of the atmo-sphere for the overcast region is Fo and the corresponding clear-sky irradiance is Fc, thenthe downward irradiance of the entire region (F ) will be,F = AcFo + (1�Ac)Fc (1.8)Thus the irradiance may be expressed as a function of clear-sky irradiance and cloud amountas, F = Fc +Ac(Fo � Fc): (1.9)The cloudy component, Ac(Fo�Fc), is referred to as the cloud radiative forcing, CF, whichis essentially the di�erence between the downward clear-sky and all-sky 
ux. Therefore,irradiance may be considered as a function of clear-sky and cloud forcing:F = Fc + CF: (1.10)A strength of the cloud forcing approach is that the value of Ac is not required; attemptsmust be made, however, at gauging the dependence of CF on cloud amount separately.Using this framework, Harrison et al. (1990) were able to show that the presence of cloudsact to increase the global-mean clear-sky atmospheric greenhouse e�ect by 31 Wm�2 butto decrease ASR by 48 Wm�2 due to increased global re
ectivity of shortwave radiation.Thus clouds were shown to cool the climate relative to clear-sky conditions in a global-mean sense. However it is the change in cloud amount and properties, and hence thecloud radiative forcing response to climate change, that determines the nature of the cloudfeedback. This is much more uncertain and the subject of continuing study (IPCC (1996)).The calculation of cloud radiative forcing is dependent on the accurate estimates of clear-sky irradiance, of which the precise determination is non-trivial. Cess and Potter (1987)proposed two main procedures for calculating cloud radiative forcing. The purpose of these



CHAPTER 1. RADIATION BUDGET AND CLIMATE 14methodologies was to minimise inconsistency with satellite measurements of clear-sky irra-diance. The essence of each technique is as follows. Method I calculates a monthly meanclear-sky irradiance from the sub-set of clear-sky de�ned values over the monthly period.Method II calculates clear-sky irradiance as a model diagnostic for all regions (clear-skyor overcast) by setting cloud amount to zero. Atmospheric humidity is generally greaterduring overcast times (e.g. Udelhofen and Hartmann (1995)). This will introduce a biasbetween Method I and Method II. Because clear-sky OLR (OLRc) is reduced by increasedatmospheric moisture, Method II may generate lower estimates of monthly mean OLRc com-pared to Method I because Method II samples these moist cloudy regions whereas MethodI does not. Using a climate model, Harshvardhan et al. (1989) showed the disparity to beas large as 5 Wm�2 in the zonal mean. Considering Equations 1.8 to 1.10, the two methodsof calculating cloud radiative forcing are described by,METHOD I : CF = Ac(Fo � Fc); METHOD II : CF = Ac(Fo � F �c ); (1.11)where F �c is the calculated downward clear-sky irradiance for the overcast portion of theregion when the cloud amount is set to zero. The di�erence between Method I and IIestimates of CF depend on the di�erence, Ac(F �c � Fc). The disparity will therefore belargest for regions of high cloud fraction and large moisture di�erences between clear-skyand overcast regions. For example, assuming an OLRc sensitivity to column RH of about0.5 Wm�2 per % (e.g. Spencer and Braswell (1997); see also Chapters 3 and 5) anda RH di�erence of about 20 % between overcast and clear-sky regions (e.g. Udelhofenand Hartmann (1995)), a disparity of OLRc of 5 Wm�2 will result between methods Iand II if the region considered is half covered with cloud. The disparity will be largerwhen cloud is more extensive and also where the humidity di�erence between clear-sky andcloudy regions is greater. The question as to which methodology is the most applicable tothe climate system has been the subject of much debate (e.g. Cess et al. (1992)). Whileneither method is entirely consistent with the Earth Radiation Budget Experiment (ERBE)processing of clear-sky irradiance (Brooks et al. (1986)), Method II is of greater versatilitywith regard to climate model inter-comparisons. A hybrid technique, combining methods Iand II (Method III), was proposed by Cess et al. (1992) to mimic ERBE diurnal modellingused to derive clear-sky irradiance. OLRc calculated using this method was found by Cessat al. to be of order 5 Wm�2 greater than Method II calculations in the zonal mean. Theinconsistency between all methodologies must be considered when comparing ERBE andclimate model estimates of cloud radiative forcing and is the subject of further debate inChapter 6.



CHAPTER 1. RADIATION BUDGET AND CLIMATE 15A further potential mis-interpretation arises in the calculation of the clear-sky and cloudfeedbacks. The calculation of the black-body feedback parameter, �BB, was calculatedpreviously for all-sky conditions. However, the water vapour feedback is often inferredusing the dependence of clear-sky OLR on Ts (e.g. Raval and Ramanathan (1989)). Thisis signi�cant because the OLR and OLRc dependence on Ts di�ers. For example, usingEquations 1.1 to 1.5 but employing estimates of global mean OLRc from Kiehl and Trenberth(1997) of 265 Wm�2, results in a clear-sky �BB of 3.7 Wm�2K�1. Thus the presence ofclouds acts to amplify the clear-sky sensitivity from 0.27 to 0.3 K(Wm�2), an increase ofabout 10%. This is because the presence of cloud causes more of the increased emission,due to Ts increases, to be absorbed compared to the same pro�le with no cloud present.Thus, when the water vapour feedback is interpreted for clear-sky conditions, the di�erencein the black-body feedback parameter between clear-sky and all-sky conditions must beconsidered. This e�ect may be included as part of the cloud radiative forcing componentas will be discussed in Chapter 3.1.3 De�nitionsIn the remainder of this thesis the following de�nitions of all-sky and clear-sky irradianceapply. The net downwelling radiation at the top of the atmosphere is given by,NET = ASR�OLR; (1.12)where ASR is the absorbed solar radiation at the top of the atmosphere and OLR is theoutgoing longwave radiation. At the surface the net irradiance is given by,NETs = ASRs + Fnet; (1.13)where ASRs is the surface absorbed shortwave irradiance and Fnet is the net longwaveirradiance at the surface, Fnet = SDL� E; (1.14)where E is the surface longwave emission and SDL is the surface downwelling longwaveemission from the atmosphere to the surface. E may be approximated by the black-bodyemission, �T 4s .The clear-sky longwave component of the radiation budget is determined primarily bysurface and atmospheric temperature pro�les and atmospheric humidity, as well as by theconcentration of `greenhouse-gases' such as carbon dioxide (CO2), ozone (O3), methane(CH4), nitrous oxide (N2O) and chloro
uorocarbons (CFCs). Shortwave radiation is ab-sorbed by atmospheric constituents such as ozone, water vapour and aerosol and scattered



CHAPTER 1. RADIATION BUDGET AND CLIMATE 16by nitrogen and oxygen and aerosols in clear-sky conditions. Clear-sky irradiance is denotedby a subscript, c.The presence and distribution of clouds a�ects the Earth's radiation budget signi�cantly,although they have counteracting e�ects on the shortwave and longwave components; asshown by Harrison et al. (1990), an increase in cloud amount generally decreases OLR(increasing NET) but increases shortwave radiation re
ected to space, thus decreasing ASR(decrease in NET). In the context of cloud radiative forcing, as discussed in Sec. 1.2.2, thelongwave cloud radiative forcing (LWCF) is de�ned at the top of the atmosphere as,LWCF = OLRc �OLR; (1.15)and at the surface as, LWCFs = SDL� SDLc: (1.16)Similarly, the de�nition of shortwave cloud radiative forcing at the top of the atmosphereis expressed as, SWCF = ASR� ASRc; (1.17)and at the surface as, SWCFs = ASRs �ASRc s; (1.18)where ASRc s denotes the absorbed solar radiation at the surface for clear-sky conditions.The overall net e�ect of clouds on the radiation budget may be quanti�ed by the net cloudradiative forcing (NCF), NCF = LWCF + SWCF: (1.19)Therefore, changes in the Earth's radiation budget may be ascribed to changes in theclear-sky component due to variations in atmospheric and surface properties, and also tochanges in cloud amount and properties. In this framework, the clear-sky water vapour andtemperature lapse rate feedback as well as the cloud feedback may be evaluated. The e�ectsof atmospheric constituents and clouds on the Earth's radiation budget and its variabilityare discussed in Chapters 2 and 3.1.4 Key Questions and AimsThe motivation for the present work is the need to test climate models and improve theirability to predict future climate. This demands a thorough understanding of the radiativeand dynamic processes that determine climate variability. Climate models are constructedusing the physical conservation laws which govern the redistribution of momentum, heatand water vapour by atmospheric motions. Given the importance of the Earth's radiation



CHAPTER 1. RADIATION BUDGET AND CLIMATE 17budget in driving future climate change, it is paramount that the parameterizations ofradiation and the dynamic processes which a�ect the radiative heating and cooling of theatmosphere and the surface are represented accurately.A key area of interest concerns the 
uctuations of the clear-sky greenhouse e�ect andits dependence on atmospheric moisture. While early attempts at assessing the water va-pour feedback were mainly model based (e.g. Manabe and Wetherald (1967), Ramanathan(1981)), many recent advances have bene�ted from the observational determination of theatmospheric greenhouse e�ect by satellite (e.g. Harries (1996)). For example, Raval andRamanathan (1989) highlighted the strong dependence of the clear-sky atmospheric green-house e�ect on column moisture which in turn was deduced to be thermodynamically linkedto Ts. The consolidation between observations and model representations of the greenhousee�ect have increased con�dence in the pro�ciency of climate models in accounting for thewater vapour and cloud feedbacks (e.g. Cess et al. (1989), Cess et al. (1990), Cess et al.(1997)). The dependence of the greenhouse e�ect and its variability on atmospheric tem-perature and moisture have been thoroughly explored using radiative calculations in con-junction with satellite observations (e.g. Webb et al. (1993), Bony et al. (1995), Soden andFu (1995), Sinha and Harries (1997)). The dependence of atmospheric moisture on Ts is akey component of this research and has provoked discussion concerning the paucity of up-per tropospheric water vapour observations (e.g. Lal and Ramanathan (1984), Spencer andBraswell (1997)) and the potential impact of this uncertainty on the water vapour feedback(e.g. Lindzen (1990)). Although the entire troposphere has been shown to in
uence thewater vapour feedback (e.g. Shine and Sinha (1991)), reducing the de�ciency of informationconcerning the upper tropospheric humidity and its variability remains an important areaof continuing study (e.g. Jackson et al. (1998), Chaboureau et al. (1998)). The e�ect ofRH variability and its in
uence on the positive thermodynamic water vapour feedback isconsidered in Chapter 5.Recent attention has focused on the feedbacks operating in tropical regions. The in
u-ence of tropical surface temperature and convective processes on the global circulation hasbeen shown to be considerable (e.g. Schneider et al. (1997a)). Large perturbations to theatmospheric circulation associated with the El Ni~no Southern Oscillation (ENSO) exert sig-ni�cant impacts on the Earth's climate (e.g. Philander (1990)). An enhanced greenhousee�ect over warm, tropical ocean regions was �rst noted at the surface by Vonder Haar(1986) and subsequently, using satellite data, at the top of the atmosphere (e.g. Raval andRamanathan (1989)). An unstable longwave radiative feedback was found to exist wherebyincreases in Ts were accompanied by a decrease in longwave cooling. Ramanathan and



CHAPTER 1. RADIATION BUDGET AND CLIMATE 18Collins (1991) termed this the super-greenhouse e�ect (SGE) and explained it by consid-ering the increases in temperature lapse rate, increased absorption due to the continuumof water vapour and increases in RH with increases in Ts (see also Hallberg and Inamdar(1993), Inamdar and Ramanathan (1994), Weaver et al. (1994)). In situ observations byValero et al. (1997) have shown a strong SGE of greater magnitude than satellite observa-tions. Lubin (1994) argued that the unstable feedback operates at the surface due to largeincreases in the SDLc with increased Ts.The spatial distribution of the SGE was shown to be linked with shifts in the largescale circulation (e.g. Bony et al. (1997b), Sinha and Harries (1997), Gershunov et al.(1998)), a consequence of the associated changes in RH required to decouple OLRc fromthe surface emission. The relatively equable temperatures of the tropical oceans necessitatethe existence of a stabilising feedback. Proposed mechanisms have included evaporation (e.g.Hartmann and Michelsen (1993)), shortwave cloud radiative forcing (e.g. Ramanathan andCollins (1991)) and heat export to the extra tropics (e.g. Pierrehumbert (1995)). However,using an atmospheric model forced with sea surface temperature anomalies related to ENSOvariability, Lau et al. (1996) argued that the radiative feedback remained secondary tothe dynamical response to the sea surface temperature perturbation. More recently, Sunand Trenberth (1998) asserted that the stabilisation of tropical sea surface temperaturesover the ENSO cycle arises from the combined e�ect of shortwave cloud radiative forcing,atmospheric heat export and, most especially, oceanic heat export to the extra tropics. Theyfurther postulated that ENSO is fundamentally linked to the need for the equatorial Paci�coceans to lose heat. The spatial distribution and temporal scales on which these feedbackshold is required for further understanding of the tropical radiative-dynamical interactionsand is the subject of further debate in Chapters 5 and 6.The surface response to greenhouse gas increases was shown by Ramanathan (1981) tooperate directly and indirectly via surface 
uxes, especially the surface longwave irradiance.Indeed, increases in SDLc appear to explain much of the warming in climate model experi-ments on doubling the atmospheric concentration of CO2 (e.g. Watterson and Dix (1986),Schneider et al. (1997b), Wild et al. (1997)). Also, the surface SGE is generally assumed tosupply a signi�cant positive feedback to the ocean surface temperature (e.g. Seager et al.(1995)). Therefore the accurate representation of this 
ux is required in climate models.The poor spatial coverage of surface radiation budget observations, compared to recentsatellite coverage at the top of the atmosphere, demand the derivation of the surface 
uxesusing alternative methods. Many attempts have been made at reducing the SDLc to anempirical formula based either on radiometric observations (e.g. Prata (1996)) or on radi-



CHAPTER 1. RADIATION BUDGET AND CLIMATE 19ative transfer calculations (e.g. Dilley and O'Brien (1998)). Satellite data have also beenused extensively to either parameterize the surface 
uxes (e.g. Gupta (1989)) or to derivea surface 
ux climatology (e.g. Rossow and Zhang (1995)).Meteorological and radiometric observations are limited by measurement uncertaintiesand also by their incomplete spatial and temporal coverage. While climate models o�ergood global coverage, imperfect understanding of the physical processes limit model-basedestimates of climate variability. A recent comprehensive and consistent atmospheric re-analysis undertaken by the European Centre for Medium Range Weather Forecasts (ERA;Gibson et al. (1997)) o�ers a hybrid between the two extremes. Essentially a forecast modelwas integrated from 1979 to 1993, being continually constrained by available conventionaland satellite-based observations. Slingo et al. (1998) used this analysis in conjunction witha radiation scheme (Edwards and Slingo (1996)) to construct a simulation of the clear-skyradiation budget. The simulation provides estimates of clear-sky longwave irradiance notonly at the top of the atmosphere but also at the surface as well as heating rates throughoutthe atmosphere which cannot be practicably measured in situ. The simulation output ofclear-sky irradiance pertain to Method II as described previously: skies are assumed clearglobally throughout the period. This must be considered when comparing with satelliteand ground-based observations. A distinct advantage of the simulation, over observations,is that components of the radiation budget variability may be directly attributed to at-mospheric and surface parameters. A key question is, can this observationally constrainedmodel reproduce the observed variability of the clear-sky greenhouse e�ect? A primary aimof the present work is to extend the investigation of Slingo et al. (1998) into the majorsources of simulation error by evaluating the simulated irradiance at the surface using thelimited radiometric observations and empirical estimates (Chapter 4). If the re-analysis can-not adequately represent the clear-sky longwave radiation budget, the use of free-runningclimate models in the prediction of climate must be seriously questioned. However, assum-ing a reasonable performance of the simulation, compared to observations, such a systemconstitutes a powerful tool in the evaluation of climate models (Slingo (1997)).The remainder of this thesis is arranged as follows. The radiative transfer models usedto simulate the Earth's radiation budget are presented in Chapter 2 along with discussionof uncertainties. A framework for interpreting the irradiance variability of later chapters ispresented in Chapter 3 along with further analysis of potential errors involved. Chapter 4uses surface radiometric observations both to evaluate simulated surface clear-sky irradianceand to assess the variability of surface 
uxes on short time-scales. Chapter 5 investigatesthe dependence of OLRc on temperature and humidity and gauges the e�ect that changes



CHAPTER 1. RADIATION BUDGET AND CLIMATE 20in RH have on the water vapour feedback. The clear-sky simulation is used in conjunctionwith satellite radiometric observations in Chapter 6 thus extending the work of Chapter 5to include the e�ects of clouds and shortwave radiation. Key questions to be addressed are:1) What parameters are important in determining the clear-sky longwave irradianceand its variability at the top of the atmosphere and at the surface?2) To what extent can a simulation of clear-sky longwave radiation using re-analysed�elds represent the irradiance and its variability at the top of the atmosphere and at thesurface?3) Which regions of the globe exhibit a super-greenhouse e�ect over the seasonal andinterannual time-scale and what determines this distribution?4) How do changes in RH and the presence and variability of cloud in
uence thesuper-greenhouse e�ect and the water vapour feedback?5) Which parameters need to be more accurately prescribed to improve the repres-entation and understanding of the Earth's radiation budget?These points will be revisited in the concluding Chapter.Finally, a key philosophical point should be noted. It concerns the thermodynamic anddynamic determination of feedbacks and their e�ect on the global mean climate. Thethermodynamic (constant RH) water vapour feedback is likely to operate globally, thusstrongly in
uencing the global mean climate. However, changes in relative humidity andcloud amount are primarily determined by the large-scale circulation. Therefore it is im-portant to separate the local radiative perturbations that are dependent on subtle shifts inthe large-scale circulation from the feedbacks operating at a global scale. Thus feedbacksimplied locally over shorter time-scales than that of climate change are likely to overestim-ate the e�ects of changes in cloud amount and relative humidity compared to the globalfeedback to uniform surface warming (e.g. Lau et al. (1996)). Entire circulation systemsmust therefore be considered in attempting to provide information with regard to the e�ectof changes in relative humidity and cloud amount on the Earth's radiation budget and hencethe climate feedbacks operating.



Chapter 2DESCRIPTION OF MODELSAND DATA2.1 IntroductionThe realistic representation of radiative processes by climate models determines theirability to simulate well the direct radiative forcing of climate and also the indirect in
uenceof feedback processes on this forcing. Therefore attempts must be made to ensure theaccuracy of both the radiative transfer models employed and the simulated variability ofradiatively important input parameters to the radiation schemes before the prediction offuture climate change can be presented with con�dence. Thus it is important to apportionerrors to the radiation schemes or the input data in evaluating the performance of climatemodels. This chapter describes the radiation schemes and input data used extensively inthis thesis and the associated uncertainty in radiative transfer calculations are discussed.The following section outlines a narrow-band radiative transfer scheme that is used toperform idealised calculations that illustrate the parameters important in determining thevariability and uncertainty of simulated irradiance. The primary tool utilised in this thesis isa simulation of the Earth's clear-sky radiation budget which is described in detail in Sec. 2.3.Potential limitations are also discussed. The simulation is evaluated using radiometric andmeteorological observations at the surface in Chapter 4 and used in conjunction with satelliteradiation budget data in Chapter 6; the additional observational data is described in thesechapters. 21



CHAPTER 2. DESCRIPTION OF MODELS AND DATA 222.2 The Narrow-Band ModelThe narrow-band longwave and shortwave radiative transfer schemes used in this thesisare those employed by Forster and Shine (1997). The longwave scheme is a Malkmus narrow-band model of resolution 10 cm�1. Spectral line data was provided by the HITRAN database (Rothman et al. (1992)) and water vapour lines were prescribed using the Clough et al.(1989) speci�cation. Both the self and foreign components of the water vapour continuumwere accounted for; the recently updated CKD 2.2 version was incorporated. Temperaturepro�les between levels were calculated using cubic spline interpolation and absorber amountwas assumed to vary linearly with the natural logarithm of pressure. This allowed both thesimple incorporation of the Curtis-Godson approximation and the temperature dependentline parameters (Rodgers and Walshaw (1966)). Transmittance, Tr, was calculated as,Tr = exp(�W=�v), where W is the equivalent line width and �v is the spectral interval(both in cm�1). While the present study concentrates primarily on the clear-sky longwavecomponent of the radiation budget, the shortwave irradiance and the radiative e�ects ofcloud are also considered for completeness. A four-stream discrete-ordinate model of resolu-tion 5 nm in the ultra violet regions, 10 nm resolution in the visible regions of the spectrumand about 18 bands in the near infra-red was used to calculate the shortwave irradiance.Cloud was assumed to occupy an homogeneous layer of given horizontal fraction. Cloudemittance and albedo were calculated from cloud liquid water path.2.2.1 Radiative Transfer EquationsLongwave irradiance was calculated by a numerical adaptive integration of the radiativetransfer equations at each spectral interval for the upwelling component,Fu(z) = [Fu(0)� �B(0)]Tr(0; z)+ �B(z)� Z z0 "�Tr(z0 ; z) dB(z0)dz0 !# dz0 ; (2.1)and the downwelling component,Fd(z) = �B(z) + Z 10 "�Tr(z0; z) dB(z0)dz0 !# dz0 + [�B(1)Tr(z;1)]; (2.2)where z is a log-pressure coordinate. B is the Planck function of spectral irradiance andTr(z; z0) is the mean transmittance explicitly integrated over the zenith and azimuth anglebetween the 
ux calculation level, z, and the integrating level, z0 . The integrating levelvaries between the surface, z=0, and the top of the atmosphere, z =1. The net irradianceis then calculated as, Fn(z) = Fu(z) � Fd(z), in which the the term, �B(z), is removed.Calculating dB=dz = (dB=dT )(dT=dz) is a simpler method than to compute the verticalgradient, dTr=dz, required using other forms of the radiative transfer equation.



CHAPTER 2. DESCRIPTION OF MODELS AND DATA 23Using the equivalent form of the radiative transfer equations is more illustrative of thedependence of irradiance on the temperature and absorber amount pro�les. Thus, outgoinglongwave radiation to space for clear-sky conditions (OLRc) may be expressed as:OLRc = Z v=1v=0 �(EvTrv(ps; 0))+ Z 0ps Bv(p)dTrv(p; 0)dp dp�dv; (2.3)where Bv(p) denotes the black body emission at pressure, p, and Trv(ps; 0) denotes thetransmittance between the surface pressure, ps, and the top of the atmosphere. E is thesurface emission. The subscript v denotes wavenumber and both B and Tr include implicitintegration over the zenith angle to convert radiance to irradiance. Thus OLR is seen tobe determined by a surface component (�rst right term) and an atmospheric component(second right term). Both terms depend on emission and therefore temperature at a givenpressure level, and the fraction of that emission which is transmitted through an atmosphericpath, which is determined by absorber amounts. The equivalent surface downward longwaveirradiance for clear-sky conditions (SDLc) is represented by,SDLc = Z v=1v=0 Z ps0 Bv(p)dTrv(p; ps)dp dpdv: (2.4)The SDLc is dependent on the emission and therefore the temperature of each pressurelevel, weighted by the fraction of that emission which may be transmitted through theatmospheric path to the surface depending on the absorber amounts.2.2.2 Irradiance Uncertainty Within Narrow-Band Scheme(a) Spectroscopic UncertaintiesPinnock and Shine (1998) examined the e�ect of spectroscopic uncertainties on the clear-sky longwave irradiance calculations. The changes in the HITRAN spectral data-base wereestimated to incur a 0.5% uncertainty in wavenumber-integrated irradiance and a 5% uncer-tainty in radiative forcing calculations. Using standard atmospheric pro�les the irradiancecalculated by the narrow band model fell within about 2% of the more detailed line-by-linemodels. Validation of irradiance calculated by the narrow-band model against spectrallyresolved radiometric observations showed the model to agree to within, at worst, 5% of theobservations (Pinnock pers. comm. (1996)). About one �fth of this uncertainty is attribut-able to the errors in the atmospheric pro�le retrieved by radiosonde ascents. Approximatelyone third of the remaining error is likely to be due to the error inherent in the radiomet-ric observations. Therefore the instantaneous calculated irradiance is likely to be accurateto within 3% (or about 10 Wm�2) with a lower value for more spatially and temporallyaveraged pro�les. Sinha and Shine (1995) estimated the narrow-band model calculationsof OLRc to be accurate to within about �5 Wm�2 in comparisons with monthly-meansatellite data.



CHAPTER 2. DESCRIPTION OF MODELS AND DATA 24(b) Water Vapour Continuum ParameterizationThe parameterization of water vapour continuum absorption has led to increased accuracyof modelled clear-sky irradiance compared to satellite observations (e.g. Stephens et al.(1981)). However, the physical basis for continuum absorption is still in question andtherefore poses an uncertainty in radiative transfer modelling. In the light of new irradianceobservations in the tropics (Kilsby et al. (1992)) and in mid-latitudes (Rudman et al. (1994))an increase in the self broadening coe�cient, Cself , of 30% or an increase in the temperaturecoe�cient of the continuum parameterization was proposed. Work by Han et al. (1997) hasalso led to re�nement of the Clough et al. (1989) continuum which the narrow-band schemeemploys in this thesis.Using the Clough et al. (1989) formalism for the water vapour continuum, increases inCself result in SDLc of up to 0.3 (Wm�2 per 10 cm�1) larger but with decreases as great as-0.05 (Wm�2 per 10 cm�1) at about 850 cm�1. Overall, a 30% increase in Cself results inincreases in SDLc of 8 Wm�2 for the tropical pro�le and changes of less than 1 Wm�2 forthe sub-arctic winter pro�le. OLRc is decreased by almost 2 Wm�2 for the tropical pro�leand remains unchanged for the sub-arctic pro�le. Because observations were con�ned to 11and 12 �m spectral bands, increasing Cself across the spectrum as proposed by Kilsby et al.(1992) is likely to overestimate the change in broadband irradiance. More detailed meas-urements by Han et al. (1997) resulting in the CKD 2.2 parameterization yielded smallerchanges in irradiance from the Clough et al. (1989) method. For the tropical pro�le, changesin irradiance at about 900 cm�1 are o�set by changes at about 1200 cm�2. Overall theClough-continuum parameterization update yields changes in irradiance less than about 1%for the standard atmospheric pro�les. The e�ect of the update is to decrease the magnitudeof OLRc sensitivity to relative changes in column water vapour by approximately 10% andacts to increase SDLc sensitivity to pro�le relative changes in water vapour amount byabout 1% for the two most moist pro�les, while decreasing the sensitivity by about 10%for the two driest pro�les. Thus an uncertainty in calculated irradiance sensitivity to watervapour amount changes of order 10% should be considered inherent in the narrow bandcode; errors in water vapour variability are likely to increase this uncertainty further.(c) Surface Emissivity and Irradiance ErrorFor calculations performed in the present study, the surface is assumed to emit as a black-body, that is with a surface emissivity, �s, set to unity. In reality, the upwelling irradiance atthe surface is modi�ed with the surface emitting a fraction, �s, of the black body emissionand re
ecting back the fraction, (1 � �s), of the SDL. Therefore OLR is reduced by an



CHAPTER 2. DESCRIPTION OF MODELS AND DATA 25amount (�OLR) depending on the divergence of �s from unity:�OLR = [�T 4s � SDL](1� �s)Tr(ps; 0); (2.5)where �T 4s is the black-body wavenumber integrated surface emission. The e�ect on OLRwill therefore be largest for regions where �s is signi�cantly less than 1.0, atmospherictransmission to space (Tr(ps; 0)) is high and the the di�erence, �T 4s -SDLc, is large. Dry,clear, warm desert regions adhere to all these criteria and so the emissivity error in theseregions may be large. For �T 4s -SDL=150 Wm�2, �s=0.9 (e.g. Sutherland (1986)) andTr(ps; 0)=0.3, which are values typical of desert regions, the error, �OLR, is of order9Wm�2 or about 3% of OLR. This is comparable with the overall irradiance uncertainty, asdiscussed previously, and so should be considered when comparing model-calculated OLRcwith observed values. The surface net longwave irradiance, Fnet, is even more sensitive tosurface emissivity errors than OLRc . The error involved (�Fnet) is given by,�Fnet = (1� �s)[�T 4s � SDL]; (2.6)which would lead to errors of order 15Wm�2 for the desert conditions described previously.Over the oceans, where �s is close to 1.0, the error will be small (less than about 3 Wm�2).2.2.3 Input DataTo compute the irradiance using Eq. 2.1 and 2.2, vertical pro�les of pressure, temper-ature, water vapour mass mixing ratio and ozone are required. In this thesis, pro�les areprovided by standard atmospheres from McClatchey et al. (1972) and climatological pro-�les described in Freckleton et al. (1998). The climatological pro�les are generated usingsatellite, aircraft and ground-based observations. Global mean cloud amounts and liquidwater path from this pro�le are displayed in Table 2.1 and are derived from the Interna-tional Satellite Cloud Climatology Project (ISCCP) (Rossow and Schi�er (1991)) with oneimportant modi�cation: the high level cloud optical depth was increased to reduce OLRto the values measured by satellite, as given for example by Harrison et al. (1990). In thepresent study, clouds were assumed to comprise entirely of water droplets of mean e�ectiveTable 2.1: Cloud amount, Ac (%), and liquid water path, LWP (kgm�2), for the global mean pro�le.TYPE PRESSURE LEVEL (hPa) Ac (%) LWP (kgm�2)HIGH 150 13.8 0.028MEDIUM 500 19.0 0.054LOW 850 25.7 0.038
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Figure 2.1: Surface longwave emission, E, surface downwelling longwave irradiance, SDL, andoutgoing longwave irradiance, OLR, as a function of wavenumber (all in Wm�2 per 10cm�1) forclear-sky conditions. E and SDL are shown for (a) tropical and (b) sub arctic pro�les, while E andOLR for the tropical pro�le are shown in (c) and for the sub arctic winter pro�le in (d).radius, 10 �m. Therefore calculations of cloud radiative forcing are made for illustrativepurposes only and are likely to incur a large uncertainty relative to the clear-sky longwavecalculations. Additional re-analysed pro�les from Gibson et al. (1997) described in Sec. 2.3and a range of radiosonde pro�les described in Chapter 4 were also used in conjunctionwith the narrow-band scheme. Unless stated, calculations include the e�ect of trace gasesCO2 (360 ppmv), N2O (0.31 ppmv) and CH4 (1.72 ppmv) where ppmv is the absorberconcentration in parts per million by volume throughout the atmosphere.2.2.4 Calculated Spectral IrradiancesUsing the narrow-band model, the SDLc and OLRc were calculated for the tropical andsub-arctic winter McClatchey et al. pro�les. The purpose of this exercise was to illustratethe basic features of the radiation �eld and its spectral dependence. SDLc and OLRc areplotted with wavenumber for both pro�les in Fig 2.1 with the surface black-body emission,E, also plotted for comparison. Much of the spectrum behaves like a black-body in thetropical near-surface layers. The window region of the spectrum, between about 800 and1200 cm�1, is relatively more transparent with SDLc being considerably less than E, thusallowing longwave radiative cooling of the surface. For the sub-arctic pro�le (Fig. 2.1(c))



CHAPTER 2. DESCRIPTION OF MODELS AND DATA 27there is only a small emission from the atmosphere to the surface in the window region.Much of this emission is from a peak at about 1050 cm�1 due to ozone. A separate windowregion is also visible at about 500 cm�1 which is not signi�cant for the tropical pro�le. Thisis referred to as the `dirty' window (Pinto et al. (1997)) and arises because absorption bythe wings of the water vapour pure-rotation lines is small at low water vapour concentrationin the sub-arctic troposphere.The window regions of the spectrum allow a signi�cant fraction of the surface emission toreach the top of the atmosphere as OLR. This is particularly so in the main window regioneither side of the 1050 cm�1 ozone band for the sub-arctic winter pro�le (Fig. 2.1(d)).In other spectral regions of the tropical pro�le, absorption of upwelling radiation and re-emission at temperatures generally colder than the surface result in OLRc being markedlyless than surface emission. This occurs primarily in the 15 �m CO2 band between about600 and 750 cm�1 and also the water vapour pure rotation band at wavenumbers less thanabout 500 cm�1 and the water vapour rotation-vibration bands between about 1200 and2000 cm�1. The di�erence between the E and OLR curves in Fig. 2.1(b) and (d) representsthe spectral greenhouse parameter, Gv, which has been proposed by Frey et al. (1996) asa useful diagnostic variable in the measurement of the greenhouse e�ect. Integrating Gvover the longwave spectrum results in the calculation of the greenhouse parameter, G (e.g.Raval and Ramanathan (1989)).The product of emission from each layer and the change in transmittance across the layer(Bv(p)�Trv(�p)) was computed for the tropical pro�le to ascertain the contribution ofeach atmospheric layer to OLRc and SDLc. Unsurprisingly, considering Fig. 2.1(a), muchof the SDLc in the non-window regions originates from a thin layer near to the surface (notshown). The SDLc contribution from the window region originates from higher altitudesof colder temperature. The direct contribution of the surface emission to OLRc is highin the window regions of the spectrum (not shown) although contribution from the lowertroposphere due to continuum absorption and emission is also important for the tropicalpro�le. In the non-window regions, most of the surface emitted radiation is absorbedby the atmosphere. While atmospheric emission tends to decline with increasing altitudedue to the decreasing temperature, the transmission from the emission level to the topof the atmosphere increases. The result is that atmospheric contribution to OLRc in thenon-window regions of the spectrum is concentrated on a relatively thin vertical slab ofthe atmosphere of which altitude is dependent on the mean line strength of each bandof the spectrum (e.g. Harries (1997)). This is highlighted by plotting the fraction of theatmospheric contribution to OLRc with wavenumber for the tropical pro�le (Fig. 2.2(a)).



CHAPTER 2. DESCRIPTION OF MODELS AND DATA 28

Figure 2.2: Fraction contribution to the OLRc for each 10 cm�1 spectral band (a) and the absolutecontribution to OLRc (contours at 0.1 Wm�2 per 10 cm�1 intervals) (b) of each 50 hPa verticalslab of the tropical pro�le.The contribution of each 50 hPa vertical slab to the OLRc (Wm�2 per 10 cm�1) is displayedin (Fig. 2.2(b)). In the strongly absorbing water vapour bands (e.g. 200 cm�1 or 1500 cm�1)much of the OLRc originates from the upper troposphere between about 200 and 300 hPafor the tropical pro�le. Where water vapour absorption is less strong, for example at500 cm�1, emission to space mainly emerges from the 400 to 600 hPa layer. The intenseCO2 absorption at about 700 cm�1 results in emission in this band from levels above thetroposphere. The absorption and re-emission by the water vapour continuum is potent onlyin the warm, moist lower troposphere. Thus in the the window region emission is mainlydetermined by the surface and by the lower troposphere for pressures greater than about700 hPa.The result of variations of line strength and black body emission with wavenumber is forOLRc to originate from both the surface and throughout the troposphere with an additionalsmall contribution from the stratosphere (e.g. Clough et al. (1992)). This is a salient pointand one which has been discussed by Harries (1997): longwave radiation emitted to spaceis determined by the entire surface-atmosphere system rather than a single level.
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Figure 2.3: Contribution to clear-sky surface downwelling longwave irradiance, SDL, and clear-skyoutgoing longwave irradiance, OLR, with wavenumber (both in Wm�2 per 10 cm�1) for (a) CarbonDioxide, (b) Ozone (solid), Methane and Nitrous Oxide (dotted), (c) the water vapour continuumand (d) the overlap contribution between the aforementioned trace gases for the tropical pro�le.2.2.5 Dependence of Calculated Irradiance on Absorbing GasesUsing the narrow-band scheme, the contribution of CO2, O3, the water vapour continuumand the trace gases, CH4 and N2O, to the tropical pro�le SDLc and OLRc were computed.Figure 2.3 shows the contribution to clear-sky irradiance plotted with wavenumber. Thecontribution of each gas was calculated by di�erencing the irradiance without the radiativeproperties of the gas included from the irradiance calculated with the radiative propertiesincluded. By summing the individual contribution to the clear-sky irradiance from CO2,O3, CH4, N2O and the water vapour continuum and subtracting this from the change in theclear-sky irradiance when all these gases are removed at once, a `hidden' contribution to theirradiance is highlighted. This is due to spectral overlap between the radiative propertiesof each gas which cannot be attributed unambiguously to an individual gas. The gasesconsidered contribute positively to SDLc and negatively to OLRc . Table 2.2 shows theabsolute and percentage contribution to SDLc and to the clear-sky greenhouse e�ect Gc=E-OLRc . When all gases are considered, the surface emission of 459 Wm�2 is reduced due toabsorption and re-emission of the upwelling irradiance through the atmospheric pro�le byabout 178 Wm�2 at the top of the atmosphere. This is the magnitude of the greenhouse



CHAPTER 2. DESCRIPTION OF MODELS AND DATA 30Table 2.2: Gaseous contribution to SDLc and Gc(=E-OLRc) for the tropical McClatchey pro�le(Wm�2). The contribution of water vapour lines to OLRc is calculated as OLRc for water vapourlines minus the surface black-body emission of 459 Wm�2 and the percentage contribution of eachgas is relative to the total clear-sky greenhouse e�ect, G = E � OLRc, when all gases are included.Gas Contribution to SDLc Contribution to Gc(Wm�2) (Wm�2)H2O lines 297 (75 %) 106 (60 %)CO2 6 (2 %) 34 (19 %)O3 2 (<1 %) 9 (5 %)CH4, N2O 1 (<1 %) 5 (3 %)H2O continuum 61 (15 %) 16 (9 %)Overlap 29 (7 %) 8 (4 %)All 396 (100 %) 178 (100 %)parameter, Gc, for the tropical pro�le. Both SDLc and Gc are dominated by the watervapour lines for the tropical pro�le, although continuum emission in the window region isalso important (Fig. 2.3(c)). Absorption by CO2 between 600 and 750 cm�1 contributessigni�cantly (19 %) to the clear-sky greenhouse e�ect (Fig. 2.3(a)). Overlap between theradiative e�ects of CO2 and the continuum is also important in considering the contributionof these gases to both SDLc and Gc (Fig. 2.3(d)).2.2.6 Dependence of Calculated Irradiance on CloudsThe e�ect of clouds on the calculated clear-sky irradiance of the previous sub-section isnow examined brie
y. Using the global atmospheric mean pro�le, the narrow-band codewas used to calculate the instantaneous cloud radiative forcing due to the prescribed globalmean cloud amount and properties. Again, it must be noted that the assumptions regard-ing the properties of clouds are highly simpli�ed compared to the real world. Signi�cantuncertainty is attached to these calculations which serve merely as an illustration of theradiative e�ects of clouds that are useful in the references to cloud e�ects in later chapters.The calculations were completed for all cloud layers and for each cloud layer separately.The wavenumber integrated longwave, shortwave and net cloud radiative forcing for eachcloud layer and all cloud layers combined is presented in Table 2.3. Global mean insolationand albedo were prescribed for the shortwave calculations. Much of the longwave cloud ra-diative forcing, LWCF, operates in the window regions of the spectrum (not shown). This



CHAPTER 2. DESCRIPTION OF MODELS AND DATA 31Table 2.3: Longwave, shortwave and net cloud radiative forcing at the surface and at the top of theatmosphere, de�ned in Sec. 1.3, for the global atmospheric pro�le and cloud amount and properties,with global mean insolation and surface albedo.SWCFs LWCFs NCFs SWCF LWCF NCFPro�le (Wm�2) (Wm�2) (Wm�2) (Wm�2) (Wm�2) (Wm�2)High -13 1 -12 -14 17 + 2Medium -24 8 -16 -24 9 -15Low -28 17 -11 -25 2 -23All -65 26 -39 -63 28 -35is because gaseous absorption here is weak. Thus the relatively large upwelling longwaveirradiance in the window is absorbed and re-emitted both back to the surface and up to thetop of the atmosphere. Downward emission from clouds is strongest when cloud emittingtemperature is high. Therefore the surface longwave cloud radiative forcing, LWCFs, ismost e�ective for warm, low-level clouds. As is well known, the greenhouse e�ect of cloudsis strongest for clouds of high altitude because longwave emission from the cloud top issmall due to low temperatures. Because cloud-top emission is low, the greenhouse e�ect ofhigh cloud is comparable with the albedo e�ect (e.g. Stephens and Webster (1981)) withLWCF dominating over the shortwave cloud radiative forcing, SWCF. Kiehl (1994) showed,using the ERBE data, that high clouds produce a cancelling e�ect with regard to the short-wave and longwave radiation budget at the top of the atmosphere in the tropics. For thesimple model and global mean properties employed in the present study, it is illustratedthat high-level clouds have the potential to heat the Earth-atmosphere system radiatively.For lower level clouds, this is not the case; the net e�ect of clouds is to cool the Earth-atmosphere system. The LWCF is similar to the globally averaged value calculated by theEarth Radiation Budget Experiment (ERBE) satellite observations of 31 Wm�2 (Harrisonet al. (1990)). However, the SWCF is signi�cantly more negative (by about 15 Wm�2)than ERBE. This is likely to be a result of the simpli�cations involved in the shortwavecalculations such as using global mean insolation, assuming water clouds and not includingthe e�ects of aerosols.Using the illustrative estimates of surface cloud radiative forcing in Table 2.3, it is shownthat clouds at all levels act to cool the surface due to the dominance of the `shading' e�ectof clouds over their greenhouse e�ect. This is a well known result, although the globalsurface cloud radiative forcing has not previously been well represented. The lack of a



CHAPTER 2. DESCRIPTION OF MODELS AND DATA 32coherent surface radiometric and cloud observing system has required surface cloud forcingto be derived by satellite (e.g. Rossow and Zhang (1995)) or to be estimated using a simplecolumn model (e.g. Kiehl and Trenberth (1997)). The global mean LWCFs estimatedby Kiehl and Trenberth (1997) of 44 Wm�2 is signi�cantly larger than the illustrativecalculations and is due to the spatial coverage of low cloud amount being almost doublethat used in the present study. The satellite derived LWCFs of 25 Wm�2 by Rossow andZhang (1995) is in good agreement with Table 2.3 although the SWCFs is about 13 Wm�2more negative in the present study. The lack of surface radiometric and cloud observationsrequire further studies to ensure that the surface component of the cloud radiative forcingis of an accuracy comparable to the top of the atmosphere satellite observations.2.3 Clear-sky SimulationA comprehensive re-analysis of atmospheric variables for a 15-year period was performedby the European Centre for Medium-Range Weather Forecasts Re-Analysis project (ERA)(Gibson et al. (1997)). Rather than being a perfect analysis of the atmosphere, ERA rep-resents a model simulation that is continually forced by a varying spatial and temporalarray of observations. Therefore inadequacies in the model and also the observation sys-tems represent sources of error and uncertainty in the re-analysis. In regions of minimalobservational input, the atmospheric moisture distribution will be highly dependent on theconvection scheme used (Tiedtke (1989)). A distinct advantage, over other sets of analyses,is the use of a consistent assimilation model throughout the ERA period, January 1979 toDecember 1993. The use of satellite radiance data to infer atmospheric parameters allowsbetter global coverage than is attainable using conventional observations. Aspects of theERA climate are presented by Kallberg (1997), while an evaluation of ERA is provided bycomparison with the satellite and radiosonde observing systems (Uppala (1997)).Slingo et al. (1998) used the ERA analyses to perform simulations of clear-sky longwave
uxes and heating rates, with the acronym CLERA (Clear-sky Longwave from ERA). Ra-diative calculations were performed with the 9 spectral-band version of the Edwards andSlingo (1996) radiation code for every 6 hours over the entire ERA period. The radiationscheme used a separate, detailed line-by-line radiation scheme to calculate high spectralresolution (1 cm�1 in the longwave) transmittances. The line-by-line code utilised theHITRAN spectral lines and the Clough et al. (1989) prescription of water vapour lines andcontinuum. Doppler broadening was also accounted for. The transmittances were calcu-lated for each gas as a function of absorber amount, wavenumber, pressure and temperature.They were subsequently weighted with the black-body emission, for the given temperature,



CHAPTER 2. DESCRIPTION OF MODELS AND DATA 33and summed across each broad band to compute the band-averaged transmittances. Anexponential sum �tting technique was employed to �t the transmissions for the referencecurve while the remaining curves, dependent on temperature and pressure, were used tooptimally derive scaling coe�cients.Edwards and Slingo (1996) showed calculated OLRc to agree to within about 2Wm�2 andSDLc to within about 4 Wm�2 of line-by-line models using standard atmospheres utilisedby the Intercomparison of Radiation Codes used in Climate Models (ICRCCM) project(Ellingson et al. (1991)). The ERA data was used on a 2.5� by 2.5� horizontal grid, with31 sigma levels in the vertical for the atmosphere and also the surface temperature. Thevertical resolution was estimated by Slingo et al. (1998) to cause an underestimation ofOLRc of up to 2-3 Wm�2 in the tropics. The well-mixed greenhouse gas concentrations(CO2, CH4, N2O, CFC11, CFC12) were updated annually in accordance with IPCC (1995).Ozone was derived from a monthly mean climatology used in the Met. O�ce Uni�ed Model(Cullen (1993)) and was assumed to be �xed throughout the analysis period. Interannualvariability in ozone pro�les is unlikely to be important with regard to the longwave radiationbudget variability. Clear-sky pro�les were assumed throughout, even in cloudy regions, thusensuring that information on clear-sky irradiance was sampled globally. The de�nition ofclear-sky irradiance therefore di�ers from that used by satellite studies such as the EarthRadiation Budget Experiment (e.g. Barkstrom (1984)), which sampled clear-sky radiancefrom cloudless regions only. As discussed in Chapter 1, the CLERA simulation providesclear-sky irradiance that is consistent with the method utilised with climate models (i.e.Method II; Cess and Potter (1987)). Therefore, the simulation constitutes a powerful toolin the validating and improving of climate models; initial results were presented by Slingo(1997).Errors inherent in ERA are also likely to a�ect CLERA. Kallberg (1997) highlighted themain problems encountered in the assimilation process. The potential e�ect of these errorson the CLERA simulation are as follows:1) The latent heat of freezing was incorrectly speci�ed leading to a cooler tropicalmid-troposphere and an over-active Inter Tropical Convergence Zone (ITCZ) with an over-estimation of total column moisture. This may cause overestimates in the SDLc and under-estimates of the OLRc in tropical regions.2) A cold bias in the surface temperature of high latitude land regions is likely tohave caused an underestimate in E, SDLc and OLRc simulated by CLERA in these regions(e.g. Slingo et al. (1998)).3) The unrealistic desert conditions produced over the western Amazon regions res-



CHAPTER 2. DESCRIPTION OF MODELS AND DATA 34ulted in a suppression of convection and cloudiness in this region. A change in the assim-ilation of surface pressure beginning January 1987 of the ERA period was installed to �xthis problem. The e�ect on the global climate is uncertain although potentially signi�cant.The change in local climate coincided with a global increase in total column moisture andalso with a southward shift in the African ITCZ (Kallberg (1997)). The local e�ect of thechange in Amazonian climate at this time is likely to have caused an erroneous increase inSDLc and decrease in OLRc simulated by CLERA. However, the global impact of both theAmazonian and African ITCZ changes on the CLERA simulation are uncertain.A further error was caused by the top-level ERA soil temperature being used in theCLERA simulation over land regions rather than the surface skin temperature. This islikely to cause an underestimate in the surface emission during the day-time. However,ERA surface skin temperatures are also thought to be in error at local noon (Saunderspers. comm. (1998)) so would not have increased the simulation accuracy markedly in thisrespect. In view of all these considerations, the irradiance accuracy may be estimated tobe within about �5 Wm�2 for most regions of the globe when considering monthly meanirradiance. This may be larger locally and for 6-hourly irradiance is likely to be withinabout �10 Wm�2 which is comparable with instantaneous surface irradiance observations(e.g. Weller and Anderson (1996)).Slingo et al. (1998) attempted to highlight the major sources of error in CLERA OLRc .The present study extends this analysis by comparing the simulated irradiance at the surfacewith ground-based observations. Errors in ERA total column moisture and near surfacetemperatures are likely to constitute the largest uncertainties with regard to the simulatedSDLc. Further errors to surface irradiance, and to a lesser extent OLRc , are likely to becaused by the black-body surface emission assumption as discussed in Sec. 2.2 (CLERA setssurface longwave emissivity to unity for consistency with ERA). However, by considering theSDLc, which is dependent only on atmospheric parameters, potential irradiance errors dueto incorrect speci�cation of surface emissivity are avoided in Chapter 4. The OLRc error willdepend on errors in surface and atmospheric temperature and atmospheric moisture erroras discussed in Chapters 3 and 5. Regions of sparse observational data such as the IndianOcean and the southern Hemisphere oceans and also at higher altitudes (e.g. Uppala (1997),Spencer and Braswell (1997)) introduce an uncertainty into ERA and hence the CLERAsimulation. The quanti�cation of uncertainty of the ERA climate variability between monthsand years is a further di�culty.



Chapter 3SENSITIVITY STUDIES3.1 IntroductionSatellite observations of the Earth's radiation budget and cloud distributions providevaluable information regarding the nature of the water vapour and cloud feedbacks whenconsidered in conjunction with analyses of the surface and the atmosphere (e.g. IPCC(1996)). However, attributing the radiative perturbations to speci�c 
uctuations in at-mospheric parameters is non-trivial. This is a consequence of the multiple dependence ofirradiance variability on an array of atmospheric and surface parameters, all of which are
uctuating over contrasting spatial and temporal scales. Therefore to understand the de-pendence of the Earth's radiation budget variability on atmospheric and surface variables,it is necessary to assess the irradiance changes in conjunction with idealised calculations ofthe radiation budget sensitivity to relevant parameters. These idealised calculations serveas a reference point from which irradiance variations may be interpreted and attributed.Thus the primary aim of this chapter is to provide such idealised sensitivity calculationsthat may be used, in subsequent chapters, as a framework for interpreting the irradiancevariability observed or simulated at the surface and at the top of the atmosphere.The primary focus of this Chapter is to quantify the clear-sky longwave irradiance sens-itivity to changes in water vapour amount and temperature changes. These parameters areimportant in assessing the clear-sky feedbacks involving water vapour and the temperaturelapse rate. The strong thermodynamic coupling between water vapour and temperature haslong been noted. Increasing the temperature of air results in an increase in the maximumpotential amount of non-condensed water. This is explained by the thermodynamicallyderived Clausius-Clapeyron equation (e.g. Hess (1959)) which predicts that the water va-pour partial pressure increases exponentially with (-1/T ) where T is the temperature inKelvin. Theory dictates that atmospheric water vapour amount will therefore increase35



CHAPTER 3. SENSITIVITY STUDIES 36quasi-exponentially with temperature if relative humidity, RH , remains constant. Indeedobservations have shown that the spatial variation of total column moisture is consistentwith this premise (e.g. Raval and Ramanathan (1989)). Temporal increases in Ts have alsobeen observed to accompany increases in total column moisture (e.g. Bony et al. (1995))due to relatively small changes in lapse rates and humidity pro�les, thus highlighting thethermodynamic coupling.Vertical di�usion and convection as well as the horizontal mixing of air masses of di�er-ent temperature act to increase the relative humidity, while large scale subsidence combinedwith the e�ciency of precipitation act to decrease RH (e.g. Schneider et al. (1997a)). Thesecompensating e�ects therefore imply that only small changes in relative humidity are likelywhen entire circulation systems are considered. Manabe and Wetherald (1967) showed, us-ing a single column model, that when temperatures are increased in response to greenhousegas forcing, a strongly positive water vapour feedback to the warming results when RHis �xed. However, it has been proposed, for example by Lindzen (1990), that departuresfrom this constant RH criteria could signi�cantly in
uence and potentially counteract thispositive water vapour feedback. Modelling studies such as Del Genio et al. (1991) haveshown only small changes in RH with time, although these studies are limited by the inad-equate knowledge of the physical processes involved in the atmospheric water budget. Thusa further design of this Chapter is to provide information regarding the sensitivity of theradiation budget to changes in water vapour amount that either varies with temperatureby assuming constant RH or varies independent of temperature (i.e. changing RH).A secondary motivation for this chapter is to assess the e�ect of cloud on the clear-skycomputation of irradiance sensitivity. The calculations are presented mainly for illustrativepurposes and are therefore not as detailed as the clear-sky longwave computations. However,the illustrative calculations serve to highlight the relative importance of clouds in bothin
uencing the clear-sky feedbacks and also in producing cloud radiative feedbacks to surfacetemperature changes. The results of these studies, used in conjunction with the clear-skycalculations, provide useful information with regard to irradiance observations at the surfacein Chapter 4 and at the top of the atmosphere by satellite as in Chapter 6.While the present study cannot quantify the radiative feedbacks operating in the climatesystem, a �rst estimate of the relative importance of the individual changes in atmosphericstructure/properties may be assessed. Also, as stated previously, the results of this analysismay be used as a framework for the primary investigations of this thesis. The remainderof this chapter is organised as follows. The next section presents a framework in which



CHAPTER 3. SENSITIVITY STUDIES 37the sensitivity of the Earth's radiation budget to temperature, humidity and cloud amountand properties can be interpreted. Section 3.3 will assess the height dependence of surfaceand top of atmosphere irradiance to changes in atmospheric properties. Attempt is madein Sec. 3.4 to partition the water vapour feedback into a constant RH component and alsoa component involving changes in relative humidity. The shortwave radiative e�ects andcloud radiative e�ects on these calculations are also discussed using illustrative calculationsand simple assumptions regarding the shortwave and cloud radiative speci�cations. Po-tential errors to the clear-sky radiative calculations introduced by uncertainty in the inputparameters to the radiation scheme are examined in Sec 3.5. Conclusions are presented inthe �nal section.3.2 FrameworkChanges in temperature and humidity a�ect directly the longwave and shortwave com-ponents of the radiation budget by altering the absorption and emission properties of theatmosphere. Indirect e�ects due to, for example, an increase in cloud amount in response toan increase in atmospheric humidity, further modify the radiation budget. The purpose ofthis section is to provide a framework for interpreting the changes in the radiation budgetcomponents due to direct and indirect dependence on changes in temperature and humid-ity �elds. As discussed in Chapter 1, the net radiation may be expressed as a function ofclear-sky and cloud radiative forcing components at the top of the atmosphere:NET = ASR�OLR = ASRc + SWCF �OLRc + LWCF; (3.1)and at the surface:NETs = ASRs � E + SDL = ASRs c + SWCFs �E + SDLc + LWCFs; (3.2)where NET is the net downwelling irradiance, ASR is the absorbed shortwave irradiance,OLR is the outgoing longwave radiation at the top of the atmosphere, E is the surfaceemission, SDL is the surface downwelling longwave irradiance and LWCF and SWCF arethe longwave and shortwave cloud radiative forcing components. The subscripts, c and sdenote clear-sky and surface irradiance quantities respectively.3.2.1 Clear-sky SensitivityThe SDL, may be considered a function of surface and atmospheric temperature andatmospheric clear-sky emissivity, �a. Because SDL is highly sensitive to the temperaturenear to the surface (e.g. Zhao et al. (1994)), and the near-surface temperature is strongly



CHAPTER 3. SENSITIVITY STUDIES 38coupled to the surface temperature, Ts is used in place of the near-surface atmospherictemperature in the following expression:SDLc = �a�T 4s (3.3)A change in SDLc may therefore be expressed as a function of a change in Ts with constantRH (denoted by RH), and a change in RH :�SDLc = ��4�T 3s �a + �T 4s @�a@Ta dTadTs�+ �T 4s @�a@u dudTs �RH �Ts + �T 4s @�a@RH�RH; (3.4)where u is the total column moisture and �a denotes the mean value of �a for the givenchange in atmospheric parameters. The term, 4�T 3s �a relates to the direct changes in SDLcdue to temperature changes. To complete the calculation of @SDLc=@Ts the additionalterm, �T 4s @�a@Ta dTadTs , which is of order 0 to -1 Wm�2K�1, is required. This is because thecontinuum emission decreases with increasing temperature (e.g. Clough et al. (1992)). Also,the departure of wavelength dependent SDLc from broad band theory and the consequentdependence of SDL on colder temperatures away from the surface layer cause the e�ectivebroad band atmospheric emissivity to vary with temperature. The remaining two termsrelate to the changes in SDLc due to changes in water vapour amount associated withchanges in temperature if RH were to remain constant and due to changes in RH . FromEq. 3.4 it follows,�SDLc = �@SDLc@Ts + @SDLc@u dudTs�RH �Ts + @SDLc@RH �RH: (3.5)Considering Eq. 2.3 in Chapter 2, OLRc may be expressed as:OLRc = �Ts4Tr +OLRa(T (p); q(p)); (3.6)where �Ts4 is the wavelength integrated (black-body) surface emission and Tr is the e�ectiveatmospheric transmittance. It is an e�ective transmittance because the transmission varieswith wavelength and therefore the Planck function becomes more important in the relativelytransparent window regions of the spectrum. The second right hand term represents theatmospheric emission to space (OLRa) which is dependent primarily on temperature, T ,and speci�c humidity, q, throughout the pro�les as well as the concentration of CO2 andother greenhouse gases.Increasing T (p) in Eq. 3.6 acts to enhance the longwave emission to space from theatmosphere, while increases in q act to decrease the surface component of the OLR andalso reduce OLRa by shifting emission to a higher, generally colder layer. Thus it is usefulto explain the OLRc in terms of surface and atmospheric temperature and water vapour



CHAPTER 3. SENSITIVITY STUDIES 39amounts. Shine and Sinha (1991) showed that OLRc is sensitive to relative changes in qthroughout the atmosphere but that OLRc is far more sensitive to absolute changes in qin the upper troposphere than at other levels. Therefore, in developing an atmospherichumidity parameter that describes adequately the OLRc variability, it is more useful toconsider the RH rather than the total column moisture. A further reason for using RHis that T and q have opposing e�ects on the OLRc, which almost cancel in the watervapour bands if relative humidity is held constant (Slingo and Webb (1997), Harries (1997)).However, the cancellation is not complete because water vapour does not absorb stronglyover the entire spectrum. Because atmospheric temperature, Ta, is coupled to a certaindegree with Ts, a change in OLRc may be expressed as a function of a change in Ts and achange in atmospheric relative humidity, RH :�OLRc = "4�T 3s Tr + ��T 4s @Tr@Ta + @OLRa@Ta �(RH) dTadTs #�Ts+��T 4s @Tr@RH + @OLRa@RH ��RH; (3.7)from which it follows that,�OLRc = (4�Ts3Tr + �)�Ts + @OLRc@RH �RH: (3.8)Equation 3.8 shows that there is dependence of OLR variability on Ts and RH and isa similar model to that developed by Thompson and Warren (1982). The parameter, �(Wm�2K�1), denotes an ampli�cation of OLRc response to �Ts by changes in atmospherictemperature with constant RH . Relative humidity is calculated with respect to water attemperatures greater than 270 K and with respect to ice at temperatures less than 250 K(e.g. Liou (1980)). Between 270 and 250 K, a linear interpolation between the calculationover water and ice was assumed. The sensitivity of OLRc to changes in temperature, withconstant RH , are within about 5% of the value calculated for RH over water only. Fora given speci�c humidity pro�le, a change in RH calculated with respect to water and icegives rise to a sensitivity of between 10 and 35% less than when RH is calculated withrespect to water only. However, the pro�le RH calculated for each method is di�erent. Forthe given column mean RH calculated by each method, the sensitivity of OLRc to changesin RH calculated over water is within 5% of the corresponding value for RH calculatedover water and ice.3.2.2 Cloud radiative forcing sensitivityThe concept of cloud radiative forcing was presented in Chapter 1. Using this methodo-logy, the radiation budget may be separated into clear-sky and cloud components utilising



CHAPTER 3. SENSITIVITY STUDIES 40the clear-sky framework described previously. Cloud radiative forcing will be a�ected bychanges in cloud amount or properties associated with the change in temperature or hu-midity. Cloud radiative forcing is also dependent directly on changes in temperature andhumidity (e.g. Weare (1995)). For a �xed cloud distribution, an increase in Ts will result inan increased LWCF at the top of the atmosphere because most of the increased emission tospace for clear-sky conditions (4�T 3sTr term in Eq. 3.8) will be absorbed by the cloud, thusincreasing OLRc �OLR. An increase in cloud optical depth due, for example, to increasesin Ts (e.g. Tselioudis et al. (1992)), will also a�ect cloud radiative forcing. Therefore thechange in cloud radiative forcing may be approximated by:�CF =  @CF@Ts(RH)�Ts + @CF@RH�RH!+0@@CF@Ac dAcdx + nXi=1;n @CF@ci dcidx1A�x; (3.9)where the term CFmay be replaced by LWCF , SWCF orNCF at the surface or at the topof the atmosphere. Ac denotes fractional cloud amount, x denotes a change in atmosphericproperties and ci denotes a change in cloud property, i. The calculations involving shortwaveand cloud radiative e�ects are presented mainly for illustrative purposes and to aid theanalyses of later chapters. The e�ect of changes in aerosol and ozone concentrations on theradiation budget components are not considered in the present study.3.3 Height Dependent Irradiance SensitivityThe narrow band radiative transfer scheme and McClatchey et al. (1972) standard atmo-spheres described in Chapter 2 were used initially to assess the sensitivity of the Earth'sclear-sky longwave radiation budget to height dependent changes in water vapour massmixing ratio and temperature.3.3.1 Absolute and Relative Increases in Water Vapour AmountFigure 3.1 shows the e�ect of absolute (1 g=kg) and relative (10%) increases in watervapour mass mixing ratio in 50 hPa vertical slabs, on the OLRc and SDLc for a rangeof standard atmospheres. OLRc is most sensitive to absolute increases in water vapouramount at 125 hPa for the tropical pro�le and at 325 hPa for the sub-arctic winter pro�le(Fig. 3.1(a)). The strong peak in sensitivity results from the balance between decreasingtemperature and decreasing water vapour path to space with increasing altitude (e.g. Har-ries (1997)). When relative increases in water vapour amount are considered (Fig. 3.1(b)),OLRc is sensitive to perturbations throughout much of the troposphere. The response issimilar to the net longwave irradiance at the tropopause as shown in Fig. 3 of Shine andSinha (1991). A peak in OLRc sensitivity in the upper troposphere is evident for all four
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Figure 3.1: Irradiance sensitivity at the top of the atmosphere (a and b) and at the surface (cand d) to 50 hPa vertical slab height dependent increases in water vapour mass mixing ratio usingfour standard atmospheric pro�les and assuming clear-skies. The change in irradiance is shown forabsolute increases of 1 g=kg (a and c) or relative increases of 10% (b and d) in water vapour massmixing ratio.pro�les. This is a consequence of water vapour rotational e�ects (e.g. Sinha and Harries(1995)). Again, the altitude of this peak is dependent on atmospheric temperature andwater vapour vertical structure. For the tropical pro�le, a second peak at about 800hPa ishighly important. This peak is ascribed to the self-broadening component of the water va-pour continuum absorption; without the continuum parameterization, the OLRc sensitivityis reduced by a factor of 4 at 800 hPa (not shown). This second peak is not discern-ible for the cold, dry, mid-latitude and sub-arctic winter pro�les because the water vapourcontinuum absorption is weak.A 1 g=kg increase in water vapour amount results in increases in SDLc for perturbationsthroughout much of the troposphere. The maximum response is at about 925 hPa of over1 Wm�2 for all atmospheres considered (Fig. 3.1(c)). The pro�les with lower moistureamounts yield the largest response at the surface for two reasons. Firstly, the dry pro�lescontain a smaller water vapour path between the perturbation level and the surface andconsequently transmission is high. The second reason is that for a given change in absorberamount, a greater change in emittance will result when starting from a lower amount ofthe absorber. Relative increases in water vapour amount at pressures less than about400 hPa give a negligible surface response (Fig. 3.1(d)). Perturbations to lower layers give



CHAPTER 3. SENSITIVITY STUDIES 42progressively larger increases in SDLc. For the tropical case, an increase in SDLc larger than1.5 Wm�2 results from water vapour amount increases at pressures greater than 950 hPa.This sensitivity is reduced to below 0.5 Wm�2 without the water vapour continuum e�ects(not shown). The sub-arctic winter atmosphere response is maximum for the 900 to 950 hPalayer with SDLc increasing by 0.25 Wm�2; the layer immediately below this is colder anddrier which causes a smaller rise in SDLc.Water vapour variability also a�ects the shortwave components of the surface and top ofatmosphere radiation budget. To illustrate this e�ect, the tropical pro�le was prescribedJanuary mean tropical insolation and an oceanic albedo of 0.07. For the 10% increases inwater vapour amount, the ASRs decreases while the ASR increases. The sensitivity wasgreatest for perturbations in the lowest 50 hPa slab, with the shortwave e�ect o�setting thelongwave surface downward irradiance increases by 16%. The increased net downwellingirradiance at the top of the atmosphere, due to the OLRc decrease in response to the 950 to1000 hPa slab water vapour amount increase, was ampli�ed by 36% because of an increasein ASR.3.3.2 Water Vapour Amount and Temperature Changes Assuming Con-stant Relative HumidityAs stated previously, RH is observed to vary only slightly when considering entire cir-culation systems. Thus it is useful to consider the radiative e�ects of increases in watervapour amount with temperature assuming constant RH . The sensitivity of the OLRc andSDLc to temperature increases and water vapour mass mixing ratio increases for constantRH are now considered for the tropical and sub-arctic winter pro�le (Fig. 3.2). Watervapour amount was varied in response to a 1 K increase in temperature at each 50 hPalayer by holding constant the RH . The combined and relative e�ects of temperature andwater vapour were determined.The irradiance response to the changes in water vapour amount assuming constant RHresembles the response to 10% increases in water vapour amount rather than the absolutechanges shown in Fig. 3.1. The water vapour amount changes are smaller than the 10%increases in the tropical pro�le lower troposphere. This results in a smaller OLRc and SDLcresponse (about 40% lower at 800 hPa). The changes in OLRc and SDLc due to a 10%height dependent increase in water vapour amount in Fig. 3.1 is found to correspond withRH increases of approximately 4% at about 800 hPa and 2% for the upper troposphere(about 300 hPa). Increases in temperature overwhelm the OLRc response to increases inwater vapour amount for all but the 150 to 200 hPa layer in the tropical pro�le. This is
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Figure 3.2: Changes in clear-sky irradiance (Wm�2) at the top of the atmosphere (a and b) and atthe surface (c and d) for height dependent increases in temperature and water vapour mass mixingratio in 50 hPa vertical slabs of the tropical pro�le (a and c) and the sub-arctic winter pro�le (b andd). Temperature increases are 1 K and water vapour increases correspond to the change that wouldoccur for a 1 K increase in temperature if relative humidity were to remain constant.a salient feature; increases in temperature and water vapour amount with constant RHcan generate decreases in OLRc , albeit for a small region of the tropical upper troposphere.Generally, temperature changes dominate over the water vapour mass mixing ratio change,causing an increase in the OLRc, especially near to the surface in the tropical pro�le.Clear-sky SDL is most sensitive to changes in temperature and water vapour amount inthe 50 hPa layer nearest to the surface. This is because much of the downward emission oflongwave radiation from higher altitudes is absorbed by lower altitude layers. The sensitivityto changes in temperature is important for a much smaller vertical layer near to the surfacecompared to the SDLc sensitivity to water vapour amount. Considering a 36 m thicklayer directly above the surface, 1 K increases in temperature were found to increase theSDLc signi�cantly (by 1 Wm�2) for the tropical pro�le. This is explained by consideringthat the atmosphere approximates to a black body emitter over much of the longwavespectrum near to the surface most especially for the moist tropical pro�le (i.e. see Fig. 2.1).Therefore for these regions of the spectrum, SDLc is determined primarily by the near-



CHAPTER 3. SENSITIVITY STUDIES 44surface temperature. In the window regions of the spectrum, �a is small and 
uctuationsin temperature a�ect SDLc only slightly. However, the quadratic dependence of the watervapour continuum emission on water vapour amount (e.g. Clough et al. (1989)) resultin a large sensitivity of SDLc to the column moisture, which mainly resides in the lowertroposphere. The spectral radiative e�ects of changes in temperature and water vapouramount are discussed further in Sec. 3.4.3.4 Changes in Temperature and Water Vapour Pro�les as-suming constant and varying Relative HumidityThis section provides information concerning the water vapour feedback by allowing theentire water vapour pro�le to vary either in accordance with the constant RH criteria (e.g.Manabe and Wetherald (1967)) or for changes in column RH . Further experiments werecarried out in which cloud amount and properties were speci�ed and perturbed. A keyquestion to be addressed is, what changes in relative humidity or cloud amount/propertieswould be required to counteract the constant RH water vapour feedback?3.4.1 Experimental DesignThree sensitivity studies were performed using the standard atmospheres as follows:1) THERM - Surface and atmospheric temperatures at pressures greater than 100 hPawere increased by 1 K. Water vapour amount was increased to conserve the RH of theinitial pro�le.2) LAPSE - As experiment THERM, but the temperature lapse rate was increased.Atmospheric temperature at pressure, p, was varied throughout the atmosphere with Ts by,�T (p) = �Ts(p� 200)(ps � 200) ; (3.10)where �Ts was 1 K. This experiment was carried out to be more consistent with theobserved temperature increases in the troposphere and stratospheric cooling (e.g. Angell(1988)). Again, the RH was �xed at the initial pro�le.3) RHI - Relative humidity was increased by 1% for pressures greater than 100 hPawith no change in temperature.A further experiment was performed in which temperature was increased by 1 K andRH was increased by 1 % for pressure levels greater than 100 hPa. The resulting irradiancechanges were within 4 % of the sum of changes for experiments THERM and RHI, thusvalidating the use of Eq. 3.5 and 3.8.



CHAPTER 3. SENSITIVITY STUDIES 45The e�ect of global mean cloud amount and properties on the clear-sky sensitivities foreach experiment were also calculated for the global mean pro�le with cloud parametersprescribed in Table 2.1, Chapter 2. Finally the sensitivity of the Earth's radiation budgetto a 10% increase in cloud amount and an increase in liquid water path (LWP) of 0.1 wascomputed. The clear-sky shortwave and the longwave and shortwave cloud radiative forcingcalculations are presented merely as an illustration and to place the calculated clear-skysensitivities in context. They also aid the interpretation of Chapter 4 and Chapter 6, bothof which consider the e�ects of cloud and its variability on the longwave and shortwaveirradiance.3.4.2 ResultsThe changes in longwave radiation budget components are shown in Table 3.1 with thechanges in total column moisture, u, and the mean atmospheric e�ective transmissivity(Tr = @OLRc=@E) and atmospheric emissivity at the surface (�a = @SDLc=@E). Theover-bar represents an average of the parameter calculated from the initial pro�le and theperturbed pro�le. It is noted that, to �rst order approximation, Tr = 1��a, which validatesTable 3.1: Changes in total column moisture, u (kgm�2), surface longwave emission, E (Wm�2),clear-sky surface downward longwave emission, SDLc (Wm�2), and clear-sky outgoing longwaveradiation, OLRc (Wm�2), for experiment THERM. The mean atmospheric e�ective transmissivity,Tr and the e�ective atmospheric emissivity at the surface, �a, are also shown for �ve standardatmospheres. �u �E �SDLc �OLRc �a TrPro�le (kgm�2) (Wm�2) (Wm�2) (Wm�2)TRP 2.7 6.1 9.1 1.8 0.87 0.13MLS 2.0 5.8 8.1 2.0 0.83 0.18SAS 1.6 5.4 6.9 2.0 0.78 0.23MLW 0.7 4.6 4.8 2.2 0.72 0.31SAW 0.4 3.9 3.9 2.1 0.71 0.34GAM 1.6 5.4 7.4 2.0 0.81 0.21the use of broadband emissivity models as a useful diagnostic tool in climate studies. Theincrease in u, for the prescribed uniform increase in temperature, rises dramatically from thecold sub arctic winter pro�le to the warm, moist tropical pro�le. This is explained by thequasi-exponential dependence of saturated water vapour partial pressure on temperature(e.g. Raval and Ramanathan (1989)). SDLc increases at approximately the same rate as



CHAPTER 3. SENSITIVITY STUDIES 46surface emission for the sub-arctic winter pro�le. However, the much larger changes in ufor the warmer pro�les causes SDLc to increase at a greater rate than surface emission; thisconstitutes a surface super-greenhouse e�ect (SGE; e.g. Vonder Haar (1986)) where thesurface longwave cooling diminishes with increased temperature.Clear-sky OLR increases are similar for all pro�les considered. The modest increasesin OLRc , relative to the increase in surface emission, were �rst considered in detail bySimpson (1927). In the strong water vapour absorption bands, emission to space of a givenwavelength is centred on a relatively thin vertical layer of the atmosphere. Below this level,radiation of this wavelength is increasingly absorbed by the higher water vapour path aloft asaltitude decreases. At higher altitudes than the important emitting layer direct emission tospace also decreases rapidly due to decreasing water vapour amount and low temperatures.Therefore the relative importance of each layer in determining OLRc of the given wavelengthis maximum at a given pressure level depending on the pro�les of temperature and moisture(e.g. Harries (1997)). This is clearly seen in Fig. 2.2 in Chapter 2. Because the majorityof the emission is determined by a relatively thin vertical atmospheric slab of given watervapour path to space, increases in temperature assuming constant RH merely cause thealtitude of this layer to increase to a level of the initial water vapour path to space. Thistherefore also corresponds with the initial temperature of the important emitting layer.Therefore OLRc cannot increase as both temperature and water vapour path to space ofthe important emitting layer remain constant (Slingo and Webb (1997)). This e�ect appliesonly to the strong water vapour bands, so an increase in OLRc is observed in the windowregion (Simpson (1928)).The changes in E, SDLc and OLRc for experiment THERM are plotted with wavenumberin Fig. 3.3 for the tropical pro�le (a) and the sub arctic winter pro�le (b). The correspondingchange in irradiance with wavenumber is shown for tropical minus sub-arctic winter pro�lesin 3.3(c) by way of a comparison. The Simpson-e�ect is clearly visible away from thewindow region for the tropical case with only small increases in OLRc. This e�ect is notso marked in the sub-arctic winter case because the strong water vapour absorption iscon�ned to fewer regions of the spectrum than for the tropical case. OLRc increases atthe same rate as surface emission in the window region for the sub-arctic pro�le becausecontinuum absorption is weak. Signi�cant increases in OLRc at about 500 to 600 cm�1show a secondary window, or `dirty' window (Pinto et al. (1997)), which is important forthe sub-arctic pro�le.
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Figure 3.3: Changes in surface longwave emission, E, clear-sky surface downwelling longwave ir-radiance, SDL and clear-sky outgoing longwave irradiance, OLR, (all Wm�2 per 10cm�1), as afunction of wavenumber for the experiment THERM for (a) tropical and (b) sub arctic winter pro�les,and (c) for tropical minus sub arctic winter pro�le irradiance.Increases in SDLc for the tropical pro�le are approximately equal to the increases inE in all but the window region where SDLc increases at a greater rate than the surfaceemission. Therefore the surface SGE is explained by the strong increase in emission fromthe window region of the spectrum. As stated previously, this stems from the quadraticdependence of water vapour continuum emission on the partial pressure of water vapour.When experiment THERM is run without the water vapour continuum parameterization,no surface SGE results (i.e. SDLc increases are less than surface emission increases). Asurface SGE is not seen for the main window region for the sub-arctic pro�le, with onlysmall increases in SDLc. However, a surface SGE operates in the dirty-window region asdenoted by SDLc increases greater thanE (Fig. 3.3(b)). In the tropical pro�le this secondarywindow is e�ectively �lled by absorption due to the wings of the pure rotation lines (e.g.Clough et al. (1992)). The tropical minus sub-arctic winter plot (Fig. 3.3(c)) shows much
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Figure 3.4: Changes in clear-sky surface downwelling longwave irradiance, SDL, and clear-sky out-going longwave irradiance, OLR, as a function of wavenumber (Wm�2 per 10cm�1) for experimentTHERM. Changes in SDL are shown for (a) tropical and (b) sub arctic pro�les, while changes inOLR for the tropical pro�le are shown in (c) and for the sub arctic winter pro�le in (d). The irradi-ance change due to changes in temperature (red lines), water vapour (blue lines) and the combinedtemperature and water vapour contribution (black lines) are displayed.of the OLRc increase to be due to increases in emission from the window regions and toa lesser extent the dirty window. OLRc increases in the main water vapour bands andmain carbon dioxide band are minimal. A surface SGE operates either side of the 15 �mcarbon dioxide band, although SDLc increases between about 1000 to 1200 cm�1 are lessthan surface emission increases.Figure 3.4 shows the relative contribution of temperature and water vapour amountchanges to the changes in OLRc and SDLc for experiment THERM using the tropical andsub-arctic winter pro�les. As stated in Sec. 3.3, the changes in SDLc are determined bytemperature changes near to the surface in the non-window regions while it is primarilyvariations in column moisture that determine the SDLc response in the window regions ofthe spectrum. Increases in OLRc due to temperature increases in the tropical pro�le areshown to be o�set signi�cantly by the decrease in OLRc due to increases in water vapouramount. For the sub-arctic pro�le, increases in OLRc are exclusively due to temperatureincreases in the window region of the spectrum, while increases in OLRc at wavenumbers



CHAPTER 3. SENSITIVITY STUDIES 49less than about 600 cm�1, due to temperature increases, are o�set signi�cantly by decreasesin OLRc caused by increased absorption of upwelling irradiance in the water vapour purerotation bands.Increasing atmospheric temperatures by a progressively lower rate with altitude, com-pared to the change in Ts, (experiment LAPSE) causes SDLc increases 10 to 15% lower andOLRc increases 20% lower than for experiment THERM where temperature increases areuniform. The LAPSE column moisture increases are about 25% lower than for THERMwhich accounts for much of the di�erence in SDLc changes between experiments. The smal-ler OLRc sensitivity to changes in Ts in experiment LAPSE arise because the atmosphericcontribution to OLRc increases are smaller. This is because the temperature increases arelargest in the lower troposphere; OLRc is more sensitive to increases in temperature andwater vapour amount assuming constant RH here than in the upper troposphere (Fig. 3.2).Thus increasing the temperature lapse rate and holding constant the RH e�ectively in-creases the water vapour feedback of the Earth-atmosphere system but diminishes the directwater vapour feedback at the surface.The contribution towards changes in SDLc and OLRc from the constant RH and changingRH components are �nally discussed with reference to the framework described in Sec. 3.2.Table 3.2 shows the components of SDLc changes as described by Eq. 3.5. The sensitivityTable 3.2: Contribution to the change in clear-sky SDL from changes in temperature, changes inwater vapour for constant RH and changes in relative humidity using experiments THERM, LAPSE(values shown in parenthesis) and RHI for the �ve standard atmospheres.@SDL@Ts @SDL@u dudTs @SDL@RHPro�le (Wm�2K�1) (Wm�2K�1) (Wm�2 per %)TRP 4.5 (4.4) 4.6 (3.9) 1.1MLS 4.1 (3.9) 4.0 (3.4) 1.0SAS 3.7 (3.5) 3.2 (2.7) 0.6MLW 3.0 (2.8) 1.7 (1.4) 0.3SAW 2.5 (2.3) 1.3 (1.0) 0.2of SDLc to temperature and column moisture becomes greater from the cold, dry sub-arcticwinter pro�le to the warm, moist tropical pro�le. This is due to the large increase inthe 4�T 3s �a term in Eq. 3.5 with temperature. Also, the increase in u with atmospherictemperature is larger for warmer pro�les, thus causing @SDL@u dudTs to increase with surface



CHAPTER 3. SENSITIVITY STUDIES 50temperature. Because du=dTs in experiment LAPSE is smaller than experiment THERM,the water vapour contribution to changes in SDLc are less in experiment LAPSE (valuesshown in parentheses). Changes in RH result in larger increases in total column moistureand hence larger increases in SDLc for the warmer pro�les. A reduction in RH of about8% is required to counteract the increase in SDLc due to the temperature and moistureincreases prescribed in experiment THERM. This rises to about 19% for the sub arcticwinter case.Table 3.3 shows the direct contribution of the surface emission to the change in OLRc tobe comparable with the atmospheric contribution, as denoted by � in Eq. 3.8, for THERM.For LAPSE, � is smaller than the surface contribution because changes in atmospheric tem-perature are less than changes in Ts. The surface emission contribution to OLRc increasesare lowest for the tropical pro�le, despite the largest increases in surface emission. This isdue to the small transmission through the atmosphere (Tr; see Table 3.1). OLRc is mostTable 3.3: Contribution to the change in OLRc from changes in surface temperature (4�T 3s Tr) andthe ampli�cation of this term by increases in atmospheric upwelling emission due to increases intemperature for constant relative humidity (�) and for changes in relative humidity (@OLR@RH ) usingexperiments THERM, LAPSE (values shown in parenthesis) and RHI for the �ve standard atmo-spheres. 4�T 3s Tr � @OLR@RHPro�le (Wm�2K�1) (Wm�2K�1) (Wm�2 per %)TRP 0.8 1.0 (0.6) -0.6MLS 1.0 1.0 (0.5) -0.5SAS 1.2 0.8 (0.4) -0.3MLW 1.4 0.8 (0.3) -0.2SAW 1.3 0.7 (0.3) -0.1sensitive to changes in RH for the warmer pro�les. This is because changes in water vapouramount are largest for a given change in RH at higher temperature. Also, the upwellingclear-sky longwave irradiance throughout the atmosphere tends to be largest for the warmerpro�les. However, for a given temperature pro�le, OLRc is most sensitive to changes in RHwhen the relative humidity is low (e.g. Spencer and Braswell (1997)). This will be discussedfurther in Chapter 5.



CHAPTER 3. SENSITIVITY STUDIES 513.4.3 E�ect of Clouds on Clear-sky Irradiance SensitivityThe computations thus far apply to clear-sky pro�les and for longwave radiation only.In reality, the presence of cloud and the e�ect of shortwave radiation act to modify theseclear-sky sensitivities even without changes in cloud amount or properties (e.g. Weare(1995)). Further calculations were performed to illustrate the height dependent nature ofthe cloud radiative e�ect and subsequently to assess the e�ect of cloud and the variability ofcloud amount and properties on the idealised clear-sky computations described previously.These illustrative calculations are presented primarily to aid the interpretation of cloudradiative e�ects as discussed in later Chapters. They therefore do not constitute a thoroughinvestigation; such studies are presented elsewhere (e.g. Stephens and Webster (1981),Slingo (1990) and Sinha and Shine (1995)).(a) Height Dependent E�ect of CloudIt is well known that clouds near to the surface exert only a small e�ect on the OLR (e.g.Stephens and Webster (1981)). This is because low-level clouds emit longwave radiation atsimilar temperatures to the surface. Because clouds near to the surface e�ectively increasethe albedo of the Earth-atmosphere system they exert a strong cooling e�ect. Slingo (1990)showed that changes in low-level cloud properties and spatial extent have the potential tosigni�cantly modify greenhouse gas induced warming. Clouds at high altitudes are knownto exert a strong greenhouse e�ect because emission to space from the cold cloud top issmall, compared to the surface emission. The e�ect of cloud altitude and liquid water pathon the longwave and net cloud radiative forcing are considered brie
y to illustrate some ofthe main points regarding the e�ect of clouds on surface and top of atmosphere irradiance.The surface and top of atmosphere LWCF and NCF were calculated for height dependentintroduction of a 50 hPa cloud of liquid water paths of 0.057 kgm�2, 0.025 kgm�2 and0.012 kgm�2 (Fig. 3.5). A tropical pro�le was used with spatial cloud coverage of 20%.There are several assumptions made that over-simplify the problem. Firstly, clouds arespeci�ed to contain water only. Secondly a �xed `e�ective' cloud-drop radius is assumed.In calculating the NCF, tropical insolation for January was prescribed. With regard to theradiation budget at the surface (Fig. 3.5(a)), clouds at lower altitudes and of larger liquidwater path are more e�ective at increasing the LWCFs. However, the dominance of the cloud`shading' e�ect on the surface over the longwave heating is apparent, with a negative NCFcalculated, most especially for high level cloud where the LWCFs is small. Also, increasesin liquid water path alter the SWCFs more than LWCFs, resulting in a net cooling of the
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-2Figure 3.5: Height dependence of longwave cloud radiative forcing, LWCF, and net cloud radiativeforcing, NCF, on introducing 20% spatial coverage of a 50 hPa thick cloud of liquid water content0.057, 0.025 or 0.012 kgm�2 at (a) the surface and (b) the top of the atmosphere. A tropical pro�lewith tropical January mean insolation and a surface albedo of 0.14 were prescribed.surface. This is well known and is explained by considering the relationship between cloudalbedo and cloud emissivity with liquid water path (e.g. Stephens and Webster (1981)).Thus, to reiterate, clouds generally act to cool the surface, more especially clouds of highliquid water path and of high altitude.As stated previously, the top of atmosphere LWCF is strongest for clouds of high altitude.This is apparent for the illustrative calculations presented in Fig. 3.5(b). At low levels, thecloud albedo e�ect strongly dominates over the small longwave cloud greenhouse e�ect,causing a cooling of the Earth-atmosphere system. At about 200 hPa, the cloud green-house e�ect is shown to dominate over the cloud albedo e�ect for the simple assumptionsemployed. This is especially true for the lowest value of liquid water path considered of0.012 kgm�2. The degree to which the shortwave and longwave radiative e�ects of high-level cloud compensate depend on the micro-physical composition of these clouds which, inreality, are composed of ice crystals (e.g. Sinha and Shine (1995)). However, these simplecalculations highlight the strong compensation between SWCF and LWCF for high levelclouds. The strong gradient of NCF with pressure in Fig. 3.5(b) for high level clouds high-lights another well known property of high clouds: changes in their altitude constitutes apotentially signi�cant feedback mechanism in the climate system. The dominance of negat-ive SWCF over positive LWCF for low-level clouds illustrates the important cooling e�ect



CHAPTER 3. SENSITIVITY STUDIES 53Table 3.4: Changes in net irradiance at the surface, NETs (Wm�2), and at the top of the at-mosphere, NET (Wm�2), for experiments THERM, LAPSE and RHI applied to the global meanpro�le. Calculations are performed for clear-sky longwave only (LWc), clear-sky longwave and short-wave (LWc+SWc) and with global mean cloud amount and properties for longwave and shortwaveirradiance (ALL).STUDY �NETs (Wm�2) �NET (Wm�2)LWc LWc+SWc ALL LWc LWc+SWc ALLTHERM 2.0 1.2 0.8 -2.0 -1.8 -1.8LAPSE 1.3 0.7 0.2 -1.6 -1.5 -1.0RHI 0.65 0.49 0.30 0.32 0.29 0.22of low clouds on the the top of atmosphere radiation budget. Thus changes in low-levelcloud amount and properties may also exert sizeable feedbacks on the climate system.(b) The E�ect of Cloud on Clear-sky SensitivitiesThe e�ect of clouds on the calculated sensitivities in Sec. 3.4.2 are now considered. Il-lustrative calculations were performed to estimate the e�ect of shortwave irradiance (usingglobal mean insolation and surface albedo) and of global mean cloud amount and properties(prescribed by Table 2.1) on the clear-sky net downward irradiance at the surface (NETs)and at the top of the atmosphere (NET). Calculations were performed considering only theclear-sky longwave component (LWc), the clear-sky longwave and shortwave components(LWc+SWc) and considering the all-sky longwave and shortwave components (ALL) forthe 3 experiments, THERM, LAPSE and RHI (Table 3.4). For the global mean pro�leand insolation, the clear-sky shortwave radiative response to the column moisture increasesresults in the increase in clear-sky longwave heating of the surface being o�set by between30 and 50% for all experiments. The presence of cloud reduces the NETs increases further,most especially for experiment LAPSE. Including the shortwave and cloud radiative e�ectsthe sensitivity of NETs to the 1 K increase in Ts in THERM results in an increase of0.8 Wm�2. This still constitutes a surface SGE. At the top of the atmosphere the inclu-sion of shortwave radiative e�ects acts to decrease the clear-sky longwave NET sensitivitymagnitude to the change in Ts for THERM from -2.0 to -1.8 Wm�2. The presence ofcloud does not alter this sensitivity signi�cantly. The presence of cloud, considering exper-iment LAPSE, conspires to reduce the clear-sky NET sensitivity magnitude from -1.5 to-1.0 Wm�2. This is because the increased emission from the surface and lower troposphereis mostly absorbed by cloud decks, while the prescribed increases in temperature at thecloud tops is small in experiment LAPSE, resulting in only small increases in OLR. The



CHAPTER 3. SENSITIVITY STUDIES 54presence of cloud reduces the change in NET for experiment RHI by about 15%.In conclusion, the surface net clear-sky longwave irradiance sensitivity to the idealisedchanges in temperature and water vapour amount is reduced when including both theshortwave and the cloud radiative e�ects. At the top of the atmosphere, the clear-sky netlongwave irradiance sensitivity to changes in RH are reduced when including the shortwaveand cloud radiative e�ects. For uniform warming and water vapour amount increases forconstant RH , the clear-sky longwave irradiance sensitivity is not altered signi�cantly by theshortwave and cloud radiative e�ects. However, when the lapse rate is also increased, thepresence of clouds act to signi�cantly decrease the clear-sky longwave irradiance sensitivitybecause changes in cloud top temperature, and therefore emission, are small compared tothe changes in surface emission.(c) Changes in Cloud Amount and PropertiesFurther changes in cloud radiative forcing result from changes in cloud amount and prop-erties. Comprehensive sensitivity experiments have been performed previously, for exampleby Sinha and Shine (1995). Simple calculations are now presented that serve to illustrate thee�ects of changes in cloud amount and liquid water path on the Earth's radiation budget.Changes in irradiance were calculated for (a) a 0.1 increase in cloud fraction and (b) a 10%increase in cloud liquid water path for high, medium and low-level clouds for the globalmean pro�le and cloud amount (Table 3.5) and assuming global mean insolation and sur-face albedo. Increases in cloud amount and liquid water path cause a decrease in ASR andthe longwave net upwelling irradiance at the surface and at the top of the atmosphere. As iswell known, the shortwave e�ects of clouds tend to dominate over the longwave e�ects whencloud amount and LWP are increased. Thus a decrease in net absorbed irradiance at thesurface or at the top of the atmosphere results, inferring that clouds generally act to coolthe Earth-atmosphere system. This is consistent with satellite observations of the Earth'sradiation budget (e.g. Harrison et al. (1990)). However, the longwave cloud-emissivitye�ect of high cloud dominates over the cloud-albedo e�ect implying that spatial increasesin high cloud amount causes a heating of the Earth-atmosphere system. The uncertaintyin cirrus cloud properties and the simple parameterization used in the narrow-band modeland the simple assumptions used render this argument over-simplistic (e.g. Sinha andShine (1995)). Absorbed shortwave irradiance is sensitive to changes in cloud amount andproperties throughout the atmosphere. However, as stated previously, LWCF at the topof the atmosphere is relatively insensitive to changes in low cloud amount and propertiesdue to the cloud top temperatures being similar to surface temperatures. Therefore thenet radiation of the earth-atmosphere system is most sensitive to changes in cloud amount



CHAPTER 3. SENSITIVITY STUDIES 55Table 3.5: Changes in cloud radiative forcing components at the surface and top of the atmospherefor increases in cloud fraction (Ac) by 0.1 and for 10% increases in liquid water path (LWP) for theglobal mean pro�le.Cloud �LWCFs �SWCFs �NCFs �LWCF �SWCF �NCFLevel (Wm�2) (Wm�2) (Wm�2) (Wm�2) (Wm�2) (Wm�2)Ac+0.1High 0.10 -0.94 -0.84 1.19 -1.03 0.16Medium 0.12 -1.25 -1.13 0.50 -1.27 -0.77Low 0.64 -1.09 -0.45 0.07 -0.97 -0.901:1� LWPHigh 0.04 -0.60 -0.56 0.43 -0.65 -0.22Medium 0.01 -0.91 -0.90 0.15 -0.90 -0.75Low 0.34 -1.20 -0.86 0.08 -1.07 -0.99and properties if the cloud-altitude is low. Many previous studies, such as Slingo (1990)and Sinha and Shine (1995), have concluded that modest changes in low-cloud amount andproperties may in
uence climate feedbacks signi�cantly.3.4.4 SummaryConsidering Table 3.4 and 3.5 and the framework in section Sec. 3.2, a change in all-skysurface net irradiance may be described for the global mean pro�le with speci�ed cloudamount and liquid water path:�NETs = 0:8�Ts(RH) + 0:30�RH � 25�Ac � 0:23�LWP: (3.11)The �rst right hand term denotes the sensitivity of NETs to changes in temperature and wa-ter vapour amount prescribed by experiment THERM, while the second right term uses res-ults from RHI. The third right term is calculated as the sum of changes in NETs in Table 3.5for fractional changes in cloud amount at each cloud level ((0:84 + 1:13 + 0:45)�Ac=0:1)while ((0:56 + 0:90 + 0:86)�LWP=10), the last term, is the sum of changes in NETs forchanges in cloud liquid water path at each cloud level from Table 3.5. �RH is the changein relative humidity (%), �Ac is the change in cloud fraction and �LWP is the percentagechange in liquid water path. Therefore, to counteract the increase in NETs due to a 1 Kincrease in Ts for experiment THERM (�NETs = 0.8 Wm�2), a 3% decrease in RH or a0.04 increase in cloud fraction for all cloud levels or a 4 % increase in cloud liquid waterpath for all cloud layers is required.



CHAPTER 3. SENSITIVITY STUDIES 56The change in net downwelling irradiance at the top of the atmosphere may be calculatedas a function of changes in Ts, for the thermodynamic atmospheric water vapour and tem-perature increases in THERM, and for changes in RH prescribed by RHI using Table 3.4.The irradiance response to changes in cloud fraction and percentage changes in LWP usingTable 3.5 completes Eq. 3.12 which is relevant for the global mean pro�le and cloud amount:�NET = �1:8�Ts(RH) + 0:25�RH � 15�Ac � 0:20�LWP: (3.12)Thus an increase in RH of 8% is required to produce a SGE (de�ned here as positivedNET=dTs) for the changes in temperature and water vapour amount prescribed by exper-iment THERM and using the global mean pro�le and prescribed cloud amount and liquidwater path. Decreases of 0.12 in cloud fraction at all cloud levels or a 9% reduction in LWPat all cloud levels is required to o�set the decreases in all-sky NET produced by experimentTHERM.To quantify more fully the water vapour feedback, the OLR changes for experimentTHERM using global mean cloud amount and properties are calculated when speci�c hu-midity is held constant. The resulting value of dNET=dTs of -3.2 Wm�2K�1 is similarto the black body response of -3.3 Wm�2K�1 for the global mean surface temperature asdescribed in Chapter 1 and about 1.4 Wm�2K�1 less than when water vapour amountsare increased with temperature to hold RH constant. This corresponds to an ampli�cationof the feedback parameter, �, of about 1.7. To o�set this positive thermodynamic watervapour feedback, a decrease in RH of 6% per K or an increase in cloud fraction at allcloud levels of 0.1 or an increase in LWP at all cloud levels of 7% is required. For experi-ment LAPSE, the water vapour feedback is weaker, amplifying the black body feedback byonly 1.3. However, there is a strong lapse rate feedback and the presence of global meancloud amount also acts to increase the clear-sky black-body feedback, with the resultingampli�cation being a factor of about 3.3.5 Potential Sources of ErrorUncertainties related to spectroscopy, the black-body surface emission assumption andthe parameterization of water vapour continuum are inherent in the narrow-band model.These were discussed in Chapter 1. Further sources of error are now discussed which relateto the input pro�les used by the radiation schemes such as the calculation of water vapourmass mixing ratio from RH , the vertical resolution employed, the inclusion of minor tracegases and errors in temperature and moisture pro�les.



CHAPTER 3. SENSITIVITY STUDIES 573.5.1 Calculation of Relative HumidityThe measurement of atmospheric humidity constitutes a potential error in the calculationof irradiance and atmospheric cooling rates (e.g. Spencer and Braswell (1997)). To estimatethe magnitude of this error on the clear-sky irradiance a radiosonde pro�le from Barrow,Alaska (30 June 1992, 00z; see Fig. 4.15 and 4.16 (d) in Chapter 4) was used to construct amodel atmosphere containing temperature and water vapour mass mixing ratio. The pro�lewas chosen for its high vertical resolution and because it contains temperatures above andbelow the freezing point of water. The radiosonde retrieval provided 47 levels between thesurface and 311 hPa. A sub-arctic standard atmosphere was used to provide temperatureand water vapour mass mixing ratio for 6 levels above the top radiosonde level and ozonepro�les were interpolated from the standard atmosphere onto the radiosonde vertical grid.Observations of temperature and dew point depression temperature, Td, were provided bythe radiosonde retrieval from which vapour pressure, e, was calculated as e = es(Td). Thesaturated vapour pressure (es) was calculated using Liou (1980). To assess the potentialerror associated with the computation of speci�c humidity using these empirical �ts, thefollowing calculations were performed:W: es was calculated with respect to water only,WI: es was calculated with respect to water at temperatures greater or equal to 273K and with respect to ice at temperatures less than 273 K,WIT: es was calculated with respect to water at temperatures greater or equal to 270K and with respect to ice at temperatures less than 250 K. Between 250 and 270 K alinear interpolation between the es calculation for water and for ice was assumed.WIT was performed to be more consistent with observations of the water/ice trans-ition at temperatures much less than 273K (e.g. Heyms�eld and Miloshevich (1995)). Usingthe narrow band scheme, the column moisture, RH (calculated using the WIT method),SDLc and OLRc were calculated (see Table 3.6). Using the 3 methods of calculating esTable 3.6: Calculated total column moisture, u (kgm�2), relative humidity, RH (%), clear-skySDL (Wm�2) and clear-sky OLR (Wm�2) for a sub-arctic radiosonde pro�le using 3 methods ofcalculating speci�c humidity.Experiment u RHWIT SDL OLR(kgm�2) (%) (Wm�2) (Wm�2)W 19.0 68.9 277.1 249.5WI 18.2 62.8 276.6 251.9WIT 18.4 63.4 276.8 251.6



CHAPTER 3. SENSITIVITY STUDIES 58results in di�erences in u of less than 5%. Column mean RH , using the WIT method tocalculate RH from speci�c humidity, is about 9% lower when calculating es with respectto water and ice (WI) compared to calculating over water only (W). SDLc is relatively in-sensitive to the calculation of es, because the near-surface layers important in determiningthe surface irradiance tend to have temperatures greater than the freezing point of water.Thus all three methods of calculating es are identical at these levels. However, signi�canterrors may arise for mid-latitude/arctic winter pro�les where surface temperature is closeto the transition temperature. The range of OLRc using the three methods is of order 2.5Wm�2 (or 1%). Using a water-ice transition as in WIT gives rise to similar results to aspeci�c transition temperature (WI) in the calculation of es over water or ice.3.5.2 Vertical ResolutionUsing the 30 June sub-arctic pro�le, calculations were performed to assess the e�ect ofvertical model resolution on calculated irradiance. A sub-arctic pro�le was used becausetemperature and moisture inversions near to the surface constitute a good test for modelvertical resolution. Radiosonde observations of temperature and water vapour mass mixingratio were interpolated onto grids of varying resolution. This was computed using twomethods. Firstly equally spaced pressure levels were used. The second method assumed alogarithmic dependence of pressure level with pressure, with a greater number of levels nearto the surface than method 1. The pressure level, p was calculated as,p = ps � 1� (ln(N � n + 1))ln(N) �p; (3.13)where ps is the surface pressure, N is the number of levels between the top and bottomradiosonde pressure level, n is the model level number (with 1 being the surface) and �pis the pressure di�erence between the top and bottom radiosonde pressure levels. Abovethe highest altitude radiosonde level, the sub-arctic summer atmospheric pro�le was used (6additional levels). Ozone and greenhouse gas concentrations were prescribed as in Sec. 3.5.1and Chapter 2. Method WIT was used to calculate water vapour amount from dew pointdepression temperature. The calculated total column moisture, SDLc and OLRc are plottedwith number of levels (including the sub-arctic summer pro�le levels) in Fig. 3.6.For greater than 30 levels, using evenly spaced pressure slabs results in OLRc to within0.5Wm�2 of the radiosonde calculation. However, SDLc is overestimated by up to 3Wm�2compared to the radiosonde pro�le. This is because there are a greater number of levelsin the radiosonde pro�le for a given pressure interval near to the surface than at higheraltitudes. Therefore, using evenly spaced pressure levels essentially decreases the modelresolution near to the surface. The SDLc overestimate is due to a thin, cold 20 hPa layer
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(c)Figure 3.6: (a) Clear-sky OLR (Wm�2), (b) clear-sky SDL (Wm�2) and (c) total column moisture,u (kgm�2) with vertical resolution (including 6 levels supplied by a sub-arctic standard atmosphere),using evenly spaced or logarithmically spaced pressure levels interpolated from the sub-arctic 30 Juneradiosonde pro�le pressure levels. Triangles show values calculated using the 47-level radiosondepro�le above which 6 additional levels are provided by the sub-arctic standard atmosphere.near to the surface. This is not resolved using the coarser grid. Applying the logarithmicspacing, this near-surface layer is well represented with calculated SDLc being within about1 Wm�2 of the radiosonde pro�le for 30 or more model levels. This SDLc overestimatedue to the inadequate representation of the lowest 20 hPa layer is encountered for thelogarithmic pressure level spacing when the number of model levels drops to about 20.Using 10 model levels, both methods result in underestimates of SDLc and u because thehigh temperature and moisture above the surface layer inversion are essentially lost in thiscoarse resolution. This e�ect was also noted by R�ais�anen (1996). OLRc is overestimatedfor 10 model levels and logarithmic spacing because the region of high speci�c humidity atabout 800 hPa (see Fig. 4.16(d)) is underestimated using this grid. Using an evenly spacedgrid, OLRc is underestimated for 10 levels because the warm layer above the cold surfacelayer is not well represented. A similar conclusion is drawn using alternative sub-arctic andtropical radiosonde pro�les (not shown); the present example was chosen as an extreme casewith generally the largest irradiance error of all the pro�les considered. In summary, using30 or more model levels results in reasonable irradiance and column moisture estimates
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Figure 3.7: Changes in OLRc as a function of wavenumber for 10% increases in (a) 500 to 550hPa and (b) 700 to 750 hPa layer water vapour mass mixing ratio when CH4 and N2O are included(solid line) and not included (dotted line) in the calculations.compared to the high resolution instantaneous radiosonde pro�le (within 3%). However,while the SDLc depends on the resolution near to the surface, the OLRc is more accuratelyestimated for even spacing of pressure levels throughout the atmosphere.3.5.3 The E�ect of Trace Gases on Irradiance VariabilityAn uncertainty in calculating irradiance variability arises if radiatively important minortrace gases are not accounted for in the radiative computations. When CH4 and N2Oconcentrations were set to zero, the OLRc response to 10% pro�le increases in water vapourmass mixing ratio was increased by about 5% for the tropical and mid-latitude summerpro�les compared to when present day concentrations of CH4 and N2O are prescribed. Thee�ect is most prominent in the mid-troposphere at about 500 hPa. The e�ects were lessdiscernible for the sub-arctic winter case. Thus the inclusion of these trace gases acts tosigni�cantly diminish the radiative e�ect of water vapour variability.The changes in OLRc in response to 10% increases in water vapour mass mixing ratio inthe 500 to 550 hPa and the 700 to 750 hPa slabs are plotted as a function of wavenumberin Fig. 3.7 with and without the radiative e�ects of CH4 and N2O. The main spectralregion of interaction between water vapour and the two trace gases is between 1200 and1300 cm�1 which is on the edge of the vibration-rotation water vapour bands and the



CHAPTER 3. SENSITIVITY STUDIES 61window region of the spectrum. The degree to which CH4 and N2O alters the radiativee�ects of water vapour, and therefore in
uences the water vapour feedback, depends mainlyon how important water vapour perturbations are in determining the OLRc primarily overthe 1200 to 1300 cm�1 spectral region. This region is relatively unimportant for the sub-arctic winter pro�le. Thus the e�ect of CH4 and N2O on the radiative e�ects of watervapour is negligible for the sub-arctic case. The in
uence of these two trace gases on thesurface irradiance is small because much of the SDLc is determined by a thin layer nearto the surface. Therefore just a small fraction of the total column of CH4 and N2O willa�ect the radiative impact of water vapour changes to the surface irradiance. The e�ectof including present day concentrations of chloro
uorocarbons CFC-11 and CFC-12 on thesensitivity of the clear-sky radiation budget to changes in water vapour amount is negligible.Changes in OLRc due to pro�le 10% increases in water vapour mass mixing ratio, when theCFCs are included, are within 0.1% of the corresponding value when they are not included.3.5.4 Atmospheric Pro�les and Surface PropertiesConsidering the results of Sections 3.3 and 3.4, it is apparent that errors in atmosphericpro�les of temperature and water vapour and surface temperature are likely to incur signi�c-ant errors in the calculated irradiance and its variability. To assess the relative importance ofpro�le errors in determining the accuracy of clear-sky irradiance, the change in a parameterrequired to produce a 3 Wm�2 change in irradiance (equivalent to a 0.5 to 1.5% changein E for the standard atmospheres considered) was computed. Table 3.7 shows the errorin surface emissivity (��s) surface temperature (�Ts) atmospheric temperature between thesurface and 100 hPa (�Ta) and the column RH between the surface and 100 hPa (�RH)required to produce an error in OLRc or clear-sky Fnet (=SDLc-E) of 3 Wm�2. The surfaceemissivity error is calculated using Eq. 2.5 and 2.6 in Chapter 2 and allows for the re
ectedcomponent of SDL. To incur OLRc errors of 3 Wm�2, relatively large errors in Ts but moremodest errors for pro�le temperature, RH and u errors are required for the tropical pro�le.The sub-arctic pro�le surface and pro�le temperature error is of similar magnitude becauseof the lower absorption of upwelling longwave radiation by the atmosphere. However, itmust be noted that errors in surface temperature can be large, especially over land regions(e.g. Slingo et al. (1998)). Changes in RH and u for the sub-arctic winter pro�le muchlarger than observed variability are required to produce a 3 Wm�2 OLRc response. Rel-atively large changes in �s, compared to observed 
uctuations (e.g. Sutherland (1986)) arerequired to produce a change in OLRc of 3 Wm�2 for the two pro�les. However, as notedin Chapter 2, this is not the case for some desert regions. Using Eq. 2.5 in Chapter 2 alongwith estimates of surface longwave cooling and atmospheric transmission typical of desert



CHAPTER 3. SENSITIVITY STUDIES 62Table 3.7: Errors in surface emissivity, ��s, surface temperature, �Ts (K), atmospheric temperaturebetween the surface and 100 hPa, �Ta (K) and column mean RH between the surface and 100 hPa(%) required to produce an OLRc or Fnet error of 3 Wm�2.Pro�le: Tropical Sub arctic winterParameter OLRc Fnet OLRc Fnet��s 0.4 0.05 0.2 0.04�Ts (K) 3.8 0.5 2.4 0.8�Ta (K) 1.0 0.7 2.0 1.2�RH (%) 5.0 2.8 27.0 17.8�u (kgm�2) 4.0 1.8 1.9 1.0regions used in Sec. 2.2.2(c), only a small error in �s of less than 0.1 is required to produce achange in OLRc of 3Wm�2. This error is less than the observed divergence of �s from unityover desert regions (Sutherland (1986)). The surface emissivity is found to be importantin determining Fnet as is surface and near-surface temperature. Small relative changes intropical RH and u are required to induce a 3 Wm�2 change in Fnet; this is again not thecase for the sub-arctic winter pro�le. In conclusion, accurate calculation of surface clear-skyirradiance requires good representation of surface and near-surface temperature and sur-face emissivity with column moisture also becoming important for warmer moister pro�les.With regard to OLRc, atmospheric temperature and moisture is of greater importance thansurface parameters for the moist pro�les, while surface and atmospheric temperature aremost important for the drier pro�les.3.6 Summary and DiscussionThe sensitivity of the Earth's radiation budget to changes in water vapour mass mixingratio and temperature was assessed using a narrow-band radiative transfer scheme and avariety of atmospheric pro�les. The purpose of the investigation was to provide a frameworkfrom which the remainder of this thesis may be interpreted. OLRc is found to be highlysensitive to absolute changes in water vapour mass mixing ratio in the upper troposphere.However, relative changes in water vapour mass mixing ratio throughout the troposphereare important with regard to OLRc variability. Increases in column RH and increases inwater vapour amount with temperature for constant RH also give rise to this result. Shineand Sinha (1991) argued that percentage changes in water vapour amount are physicallymeaningful because satellite and radiosonde observed variations over the seasonal cycle and



CHAPTER 3. SENSITIVITY STUDIES 63climate models forced by increases in carbon dioxide show water vapour changes which arecloser to a relative rather than an absolute variation. However, Spencer and Braswell (1997)state that in dry descending regions of the Hadley circulation, where RH is very low, relativechanges in water vapour amount will also be very small. They further argue that the resultsof Shine and Sinha may therefore be misleading, albeit only for the driest regions. Thisargument can be answered simply by realising that absolute decreases in relative humidityin very dry regions must be necessarily small or a negative water vapour amount will becalculated, which is physically meaningless. Nevertheless, humidity variation in these drydescending regions remain an important potential perturbation to the Earth's radiationbudget.The SDLc is sensitive to changes in column moisture, mainly due to the continuumemission in the window region of the spectrum, and to changes in near-surface temperaturefor the strongly absorbing regions of the spectrum. The strong dependence of clear-sky andall-sky SDL on near-surface temperature requires a realistic representation of temperaturebetween the lowest model level and the surface for an accurate estimate of the irradiance.This is an important consideration when comparing model calculated SDL with radiometricobservations. Column moisture is also an important parameter in determining the SDLcfor the warmer, moister pro�les. The SDLc is an important component of the water vapourfeedback known to operate in the climate system (e.g. Ramanathan (1981)) and thereforefurther studies are required to assess the performance of climate models in simulating this
ux; this subject will be dealt with in Chapter 4.By performing idealised experiments in which water vapour was increased with increasingtemperature to conserve the initial pro�le ofRH , a super-greenhouse e�ect (SGE) was foundto operate at the surface but not at the top of the atmosphere. This is in agreement withInamdar and Ramanathan (1994). The large increases in continuum emission in the windowregions causes SDLc to increase at a greater rate than surface emission for all but the sub-arctic pro�le, thus constituting an unstable feedback to the surface warming. Consideringa global mean pro�le, the presence of cloud and the shortwave radiative response to thewarming scenario act to o�set this clear-sky SGE, but do not remove the unstable radiativeheating of the surface with increasing temperature of 0.8 Wm�2K�1. A decrease in RH of3% or an increase in cloud amount at all levels of 0.04 or an increase in cloud liquid waterpath of 4% at all levels is required to o�set the unstable radiative heating of the surface foreach K of surface warming assuming constant RH . Warming with constant RH is unable toproduce a super-greenhouse e�ect at the top of the atmosphere, in agreement with Hallbergand Inamdar (1993). However, small regions of the tropical upper-troposphere may behave



CHAPTER 3. SENSITIVITY STUDIES 64contrary to this result with a SGE arising for the tropical pro�le at about 175 hPa (Fig. 3.2)when temperatures increase with constant RH . For the tropical clear-sky pro�le, increasesin column mean RH of 3% are required to produce a SGE for a uniform atmospherictemperature increase of 1 K. When the temperature lapse rate is increased, a smaller RHincrease is required. To counteract the idealised constant RH water vapour feedback forthe global mean pro�le and cloud parameters, a decrease in RH of 6%, or an increase incloud fraction of 0.1 at all levels or an increase in cloud liquid water of 7% at all levels isrequired per K surface and atmospheric temperature increase for the constant RH criteria.The sensitivity studies performed indicate the initial response of the radiation budget toa change in surface or atmospheric parameters. Therefore the e�ect on the climate systemcannot be realistically appraised. Climate model experiments are required for this pur-pose. The present study gives an idea of the relative importance of surface and atmosphericparameters required to accurately simulate the Earth's climate. Signi�cant uncertaintyis associated with the calculation of irradiance and its variability. This stems from theuncertainty in the radiation parameterizations (e.g. Stephens (1984)), the spectroscopicinput data (e.g. Pinnock and Shine (1998)), the resolution and vertical interpolation meth-ods (e.g. R�ais�anen (1996)) and also a signi�cant uncertainty attached to the atmosphericpro�les used.The present study has shown that errors in near-surface temperature and column mois-ture are signi�cant in determining SDLc uncertainty, especially for warm, moist pro�les.The degree to which the surface deviates from a black-body emitter (�s less than 1) is sig-ni�cant for the surface net longwave irradiance over land. It is only likely to be signi�cantwith regard to OLRc over some desert regions. Surface and atmospheric temperature areimportant in determining OLRc for cold, dry pro�les. The surface temperature error isless important for warm, moist pro�les with column moisture and RH becoming increas-ingly important in determining the irradiance error at the surface and at the top of theatmosphere in tropical regions. A clear-sky irradiance uncertainty of order �5 Wm�2 isestimated for monthly mean, climatological mean pro�les. In considering instantaneouspro�les taken locally, the uncertainty is likely to be approximately �10 Wm�2 which issimilar to that obtainable by surface observations (e.g. Weller and Anderson (1996)). Withregard to irradiance variability, an uncertainty of order 10% is estimated for the standardpro�les. The uncertainty is gauged by considering the e�ect of trace gases and the e�ectof recent changes in the water vapour continuum parameterization (see Chapter 2) on theirradiance sensitivity to changes in water vapour amount. This compares with Pinnock andShine (1998) who estimated a 5% uncertainty in radiative forcing calculations based on the



CHAPTER 3. SENSITIVITY STUDIES 65recent updates in spectroscopic line parameters. Where a paucity of observations exist,for example in the upper troposphere over dry, subsiding, oceanic regions, the calculatedirradiance variability is anticipated to cause an uncertainty greater than �10%. This willbe discussed further in Chapter 5. The results of this Chapter will be used as a referencepoint for the remainder of this thesis.



Chapter 4EVALUATION OF SIMULATEDIRRADIANCE AT THESURFACE4.1 IntroductionThe atmospheric emission of longwave radiation to the surface constitutes a signi�cantcomponent of the surface energy balance. It is also an important parameter with regardto the water vapour feedback to changing surface temperature: increases in water vapouramount in the lower troposphere, a likely consequence of increased evaporation in responseto surface warming (IPCC (1996)), will lead to increased back emission of longwave irra-diance from the atmosphere to the surface. Modelling studies indeed show the clear-skysurface downwelling longwave irradiance (SDLc) to be an important ampli�er of greenhousegas forced surface warming by way of a strong water vapour feedback (e.g. Ramanathan(1981)). Climate model predictions of future climate change may only carry weight if thefeedbacks operating are simulated correctly. It is therefore important that climate modelscorrectly simulate the SDLc and consequently the water vapour feedback. This is partic-ularly relevant when considering the more physically based climate models which includesurface irradiance as part of a 
ux into fully dynamic oceans (e.g. Johns et al. (1997)).In validating simulated surface irradiance, it is �rst necessary to highlight uncertaintieswithin the radiation scheme used in the model, the input data to the radiation schemeand the observations with which model comparison may be undertaken. In this vein, Dut-ton (1993) compared observed SDL, which were �ltered to remove cloudy observations,to values calculated by applying a radiative transfer scheme to radiosonde pro�les. The66



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 67model-observation di�erence was found to fall within experimental error. This uncertaintywas large (� 10 Wm�2), thus precluding the validation of either model or observed irra-diance. Wild et al. (1995) compared surface irradiance simulated by a climate model withboth surface observations and also radiative transfer calculations using radiosonde pro�lesas input data. For clear-sky conditions the model SDL tended to be underestimated com-pared to radiative transfer scheme calculations. The model underestimate, when comparedto surface irradiance observations, was even larger. A similar result was found by Garrattand Prata (1996), who compared SDL simulated by four climate models with observationsover continental surfaces. They argued that the model underestimate in SDL was causedby underestimates in near surface temperature.Validation of model simulated surface irradiance is limited by the observational network.Firstly, the accuracy of ground-based radiometers are poor (� 10 Wm�2) (e.g. Dutton(1993), Weller and Anderson (1996), Grant and Hignett (1998)). Also, the surface networkof radiometers is spatially limited and con�ned almost exclusively to land-based regions (e.g.Garratt and Prata (1996)). The derivation of clear-sky observations, in order to comparewith model clear-sky irradiance, reduces the spatial and temporal coverage still further.One possible solution to this problem is to infer radiative 
uxes at the surface by usingsatellite radiances at the top of the atmosphere (e.g. Gupta (1989) ). Using this method,Rossow and Zhang (1995) found model-observation all-sky SDL di�erences to be large; thisis unsurprising as SDL is dependent mainly on near-surface conditions, which are the mostdi�cult variables to derive remotely from satellite. Indeed, temperature and humidity �eldsnear to the surface are highly important in determining clear-sky SDL (e.g. Gupta (1989),Zhao et al. (1994)); di�erences in these �elds from �ve separate assimilation agencies werefound by Wu and Chang (1991) to cause disparities in SDLc much larger than 10 Wm�2.An alternative method of estimating the SDLc is presented in this study. A simulationof the Earth's clear-sky longwave radiation budget is employed. The simulation (describedin Chapter 2) exploits a comprehensive analysis of atmospheric parameters in conjunctionwith a 
exible new radiation scheme. Advantages of the simulation include the high spatialand temporal resolution and coverage. Also, observed atmospheric parameters are utilisedin deriving atmospheric pro�les using a consistent assimilation system. The simulationprovides a new method of assessing the ability of climate models to represent the clear-skylongwave radiation budget (Slingo (1997)). However, limitations inherent in the simulationitself necessitate the validation of its irradiance products before employing it for this pur-pose. Slingo et al. (1998) evaluated the simulated clear-sky outgoing longwave radiationat the top of atmosphere by comparing with Earth Radiation Budget Experiment (ERBE)



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 68satellite data. The purpose of this study is to evaluate the simulated SDLc by comparingwith observations.Initially, SDLc was compared globally with values calculated using a simple formula de-veloped by Prata (1996) (Sec. 4.3). While semi-empirical climatologies of surface 
uxes havesigni�cant uncertainties (e.g. Budyko (1974)), the use of the Prata formula provides a goodtest for the simulation because its form is derived from radiative transfer theory and uses ob-servations to empirically determine the internal parameters. Comparisons with simulatedirradiance were undertaken globally which is not possible with the limited surface-basedobservational network. However, observed surface irradiance provides the most rigoroustest for the simulation of longwave irradiance at the surface. Therefore a comprehensivecomparison of simulated clear-sky longwave irradiance at the surface with observations inthe tropical central Paci�c (Sec. 4.4) and also from a land based sub-arctic site in Alaska(Sec. 4.5) were undertaken. These sites were chosen for their high temporal resolution andgood quality radiation datasets which are complemented by an abundance of meteorologicalobservations. The surface radiation budget in the tropics is thought to be important in de-termining the character of the global circulation (e.g. Schneider et al. (1997a)). Thereforeobservations from the tropical warm pool are particularly important in this respect. Thesub-arctic site provides an entire annual cycle and is a good further test for the simulationof SDLc due to its vastly di�erent climatic regime compared to the tropical warm pool. Thedisparity between observed and simulated clear-sky irradiance is assessed, and the e�ectsof clouds on the surface radiation budget are discussed.4.2 Models and Observations4.2.1 CLERA simulationThe simulation of the Earth's clear-sky longwave radiation budget is described in Chapter2 and by Slingo et al. (1998). The present study uses both monthly mean and 6-hourlysimulated SDLc together with the ERA data. As stated in Chapter 2, errors in ERA columnmoisture and near surface temperatures are likely to incur the largest errors in the SDLccalculated by CLERA. Further errors due to incorrect speci�cation of surface emissivity inCLERA are avoided by considering the SDL which depends upon atmospheric parametersonly.



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 694.2.2 Semi Empirical FormulaThere have been many past attempts at representing the surface irradiance by meansof simple empirical formulae. A recent attempt, by Prata (1996), assumes SDLc to be afunction of screen-level temperature, T0, and total column moisture, u,SDLprata = �T 40 [1� ��� (1 + 0:1u)expf�(a+ bu) 12 g]; (4.1)where � is the Stefan-Boltzmann constant and u is estimated byu = C e0T0 ; (4.2)where e0 is the screen-level water vapour pressure. The formula thus represents a simplemethod for calculating SDLc from conventional measurements. Eq. 4.1 is based on radiativetransfer theory and implicitly accounts for greenhouse gas and water vapour continuumemission. The term, ��, corrects for high altitude regions and is described by,�� = 0:05 p0 � psp0� 710 ; (4.3)where p0 is 1013.25 hPa and ps is the observed surface pressure in hPa. The correctionis required because the Prata model is empirically derived from low-altitude observations,above which there is a greater depth of atmosphere compared to high-altitude regions. Theinternal constants, a=1.2 and b=0.3, were set by correlating with observations of surfaceclear-sky irradiance and column water vapour amount; the column water vapour is approx-imated by Eq. 4.2 in which C was determined, by considering climatological water vapourand temperature scale heights, to be 4.65 K(ms�2)�1. As such, the formula constitutes aquasi-observational measure of SDLc due to its physical basis in radiative transfer theory,and the use of irradiance observations to empirically set the model constants.The use of observed surface irradiance to tune the Prata formula, while being an advantageover purely model based climatologies (e.g. Dilley and O'Brien (1998)), is limited by theuncertainties inherent in the observations, which measure at best to within about 10Wm�2.Also the contamination of clear-sky observations with cloud and the variable aerosol opticaldepth are likely to introduce further uncertainties.4.2.3 Observations in the Tropical West Paci�cIrradiance and meteorological measurements from the Woods Hole Oceanographic In-stitute (WHOI) 
oating buoy were presented by Weller and Anderson (1996) and formpart of the Tropical Ocean/Global Atmosphere Coupled Ocean Atmosphere Response Ex-periment (TOGA COARE) (Webster and Lukas (1992)). The mooring was positioned at



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 701.75� S, 156� E, situated in the tropical warm pool region. The SDL is in
uenced by thewarm, moist atmospheric pro�les as well as the e�ects of cumulus clouds which are fre-quently present. There exists no discernible seasonal cycle, although periods of active andsuppressed convective phases of the Intra Seasonal Oscillation (ISO) (e.g. Gutzler et al.(1994)) and the occurrence of Westerly Wind Bursts (WWBs) (e.g. Meyers et al. (1986))act to introduce irradiance variability on various time scales.All-sky longwave irradiance was measured using a Precision Infrared Radiometer (PIR)which is sensitive to radiation mainly between 4 and 50 �m (about 200 to 2500 cm�1).The PIR was calibrated in a black body cavity [Anderson pers. comm. (1997)] which willensure irradiance measurements are accurate providing the atmosphere remains close toa black-body emitter. Although the clear-sky tropical atmosphere is optically thick, thedeviation from a black body emitter, especially in the window region (800 to 1200 cm�1),will cause a slight underestimate in observed SDL. Performing calculations using the narrow-band radiation scheme applied to the tropical standard atmosphere the underestimate isfound to be less than 1 Wm�2. This is small compared to the overall instrumental errorof about 10 Wm�2 (Weller and Anderson (1996)). Solar heating errors, which can causeunderestimates in SDL of order 40 Wm�2 at local noon (e.g. Wild et al. (1995)) wereremoved by Weller and Anderson using the Alados-Arboledas et al. (1988) technique.Hourly irradiance observations were utilised from 21 October 1992 to 4 March 1993. Com-parison with 6-hourly SDLclera from the nearest grid point (2.5� S, 155� E) is undertakenin Sec. 4.4. Radiosonde measurements of atmospheric temperature and moisture from thenear by site of Kavieng (2.6� S, 150.8� E) were used in conjunction with ERA pro�les forthe nearest grid point (2.5� S, 150� E) to help evaluate simulation-observation disparity.The radiosonde pro�les and additional radiative measurements were conducted as part ofthe Atmospheric Radiation Measurement (ARM) Pilot Radiation Observation Experiment(PROBE) and were described in detail by Long (1996). All radiation, meteorological andradiosonde data were acquired from the TOGA COARE data information system1.4.2.4 Sub Arctic ObservationsMeasurements of all-sky surface irradiance at Barrow, Alaska (71.3� N, 156.6� W) aspart of the Solar and Thermal Atmospheric Radiation (STAR) project2 were used to eval-uate simulated SDLc. Radiosonde pro�les from the Barrow site3 were used in conjunction1WWW address(1998): http://wwwarc.essc.psu.edu/data/togacoare/TOGACOAREdataindex.html2WWW address(1998): http://www.cmdl.noaa.gov/star/3FTP address(1998): ftp://ftp.cmdl.noaa.gov/met/raobs/brw/



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 71with ERA atmospheric pro�les to aid the evaluation. The sub-arctic site contrasts greatlywith the warm, moist tropical warm pool, with cold, mainly overcast conditions prevailing(e.g. Stone (1997)). The presence of strong temperature and moisture inversions presenta challenge to the modelling of surface irradiance (R�ais�anen (1996)). Unlike the tropicalwarm pool, there exists a strong seasonal cycle due to the large variability in incident solarradiation; continuous darkness is encountered for 2 months in the winter while continuousdaylight occurs during the summer. An advantage over the tropical data is that an entireseasonal cycle is available.Hourly observations from 3 January to 28 December 1992 were compared with the averageof the 6 hourly SDLclera from the four surrounding grid points bounded by 70 to 72.5� Nand 155 to 157.5� W. The Eppley PIRs used measure radiation between about 3.5 and 50�m (about 200 to 2800 cm�1). The black-body calibration observational error was found tobe of order 1 Wm�2 using the narrow band scheme with the sub-arctic summer and winterpro�les, and so is not likely to hinder the comparison. Again solar heating errors had beenremoved from the data set.4.3 Comparison of Surface Irradiance with a Simple Formula4.3.1 Global ComparisonUsing the lowest atmospheric model level in ERA to prescribe T0 and e0 in Equations 4.1to 4.3, and setting C to 4.65 Km�1s2, SDLprata was calculated at the surface for each pointon the ERA grid. Comparison was undertaken for January and July monthly means for1985 but the results are applicable to the other years in the ERA period. The comparisonwith CLERA SDLc (SDLclera) is presented in Table 4.1. SDLprata is generally larger in theTable 4.1: Mean SDL calculated by CLERA and the Prata formula for July and January, 1985, forland only, ocean only and all grid points.Month CLERA SDLc (Wm�2) PRATA SDLc (Wm�2)(1985) Global Ocean Land Global Ocean LandJAN 301.6 330.1 248.0 306.5 337.7 247.1JUL 318.4 330.8 303.1 324.4 338.0 306.1mean compared with CLERA values for ocean points in July and January. The generalpattern of SDLclera is well represented, although there are notable di�erences. These arehighlighted in Fig. 4.1. The general positive bias over ocean regions is apparent for bothJanuary and July, especially over the dry descending sub-tropical ocean regions. This bias
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Figure 4.1: Prata minus CLERA SDLc di�erences for (a) January and (b) July 1985.is substantial over the Mediterranean and the Gulf during July with SDLprata being over40 Wm�2 greater than CLERA values. This positive bias is explained by the high moisturelapse rates that dominate these regions near to the surface: a moist surface layer disguisesa predominantly dry pro�le, thereby u and consequently SDLprata will be overestimated.SDLprata is signi�cantly less than CLERA values (negative bias) over polar regions andthe northern Paci�c in July and over Siberia and Canada in January. This stems fromthe inability of the formula to take into account the temperature and moisture inversionspresent over these regions. A tendency for SDLprata to be less than SDLclera is also appar-ent over tropical regions. This trend can be explained by the tendency for deep convectiveregions to sustain smaller moisture lapse rates compared to non-convective regions. An-other explanation for this trend is the increasing opacity of moister tropical pro�les causingdownwelling emission to originate from lower, warmer altitudes, thus causing emission to
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Figure 4.2: Prata minus CLERA clear-sky SDL di�erences as a function of CLERA SDL for (a)Prata estimated u and (b) ERA prescribed u for July 1985.be greater than that estimated by the formula.4.3.2 Irradiance Sensitivity to Prata ParametersThe e�ect of altering the internal parameters in the Prata model on the SDLc bias withrespect to CLERA is now examined. Table 4.2 summarises the global mean SDLc di�erencesfor land only, ocean only and all grid points for a variety of parameter speci�cations. Thecontrol comparison refers to the speci�cations described in Sec. 4.3.1. For all comparisonsmuch of the positive bias globally of SDLprata is due to the positive bias over ocean regions.Using the surface level rather than the lowest model level of ERA to prescribe T0 resultsin an increase in root mean squared (RMS) di�erence from about 8 Wm�2 for the controlcomparison to about 12 Wm�2 for both January and July.Varying the parameter C acts to alter signi�cantly the estimated column moisture in thePrata formula and consequently also the estimated SDLc. Regions where temperature andmoisture lapse rates are greater than those implicitly assumed by setting C to 4.65Km�1s2incur smaller di�erences in SDLc when C is decreased. The reverse is true for regions ofsmall or negative moisture and temperature lapse rates such as the Antarctic. Reducing C



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 74Table 4.2: Prata minus CLERA SDL di�erence for July and January, 1985, for the spatial meanof land only, ocean only and all grid points. Parameters are as de�ned in Eq. 4.1 to 4.3 unlessstated. RMS denotes the root mean squared of Prata minus CLERA SDL di�erence. Units of C areKm�1s2.Month: JAN JULPRATA minus CLERA RMS PRATA minus CLERA RMSSDL Di� (Wm�2) (Wm�2) SDL Di� (Wm�2) (Wm�2)Global Ocean Land Global Global Ocean Land GlobalControl 4.9 7.7 -1.0 7.5 6.1 7.2 3.0 8.4T0=Ts 8.3 13.2 -2.4 11.8 9.4 12.4 2.3 12.0C=4.5 3.8 6.4 -1.7 6.7 4.8 5.9 1.9 7.8C=4.8 6.0 9.0 -0.3 8.4 7.3 8.5 4.1 9.2ERA u 4.2 5.3 2.1 5.9 5.5 5.1 6.0 6.2to 4.5 Km�1s2 results in a decreased global mean SDLc di�erence compared to the controlcomparison with positive biases over ocean regions decreasing. However, the negative biasover high latitude land regions in January tend to increase. Increasing C to 4.8 Km�1s2acts to increase RMS di�erences compared to the control comparison with high latitudeand some tropical regions showing a reduction in mean SDLc di�erence, but at the expenseof many ocean regions in which the positive bias tends to increase.One important source of error in the Prata model stems from the estimation of u fromscreen level conditions. To assess the importance of this uncertainty, SDLprata is calculatedusing ERA total column moisture to prescribe u in Eq. 4.2. This produces the lowest RMSdi�erence of all comparisons in Table 4.2. Mean SDLprata minus SDLclera di�erences overland grid points become more positive. Biases in regions where u calculated by Eq. 4.2 issigni�cantly di�erent to ERA total column moisture are diminished somewhat when ERAu is prescribed. Figure 4.2 shows the July 1985 Prata minus CLERA SDLc di�erence ateach grid point as a function of SDLclera for (a) the control comparison, and (b) where uis prescribed by ERA. In tropical convective regions, where SDLclera is above 400 Wm�2,Eq. 4.2 tends to underestimate u compared to ERA. This explains the tendency for PrataSDLc to become less than SDLclera with increasing u in the control comparison. Thistendency is diminished when ERA u is prescribed, although there still remains a systematictrend for decreasing Prata minus CLERA SDLc di�erences with increasing SDLclera.The cluster of values of negative di�erence at SDLclera of about 240 Wm�2 in Fig. 4.2(a)corresponds to Arctic grid points. The disparity is much reduced when ERA is used toprescribe u (Fig. 4.2(b)). However di�erences over the Antarctic region (i.e. SDLclera <100Wm�2) are not decreased when u is prescribed by ERA. A systematic positive di�erence



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 75(i.e. SDLprata > SDLclera) of 5.5 Wm�2 is still evident when u is prescribed by ERA. Thissuggests a disparity between the Prata model and the Edwards-Slingo code. The fact thatthe Prata model internal constants a and b were tuned to land based observations may ex-plain the positive SDLc bias over ocean regions. An adjustment may be required because ofinadequacies in the observational data used by Prata to derive the empirical constants. Forexample cloud contamination of observed irradiance and inaccuracy in observed irradianceand total column moisture may introduce an error that varies systematically with changingSDLc. Alternatively the CLERA simulation may be in error due to a lack of account forthe longwave emission from aerosol or the incorrect parameterization of the water vapourcontinuum emission. Using a least squares �t regression the values of constants a and bin Eq. 4.1 are set, using ERA u and T0 in conjunction with SDLclera for July 1985. Thebest �t occurs when a is reduced to 0.985 and b is reduced to 0.289. Using these valuesand ERA u, Prata minus CLERA di�erences are less than 5 Wm�2 over most of the globe.The disparity over polar regions, however, remains. This is likely to be a failure of thesimple emissivity model used by Prata. At low water vapour path, the longwave spectrumbecomes progressively more transparent. Therefore the height dependent changes in watervapour amount and temperature become increasingly more important with regard to thecalculation of SDLc.4.4 Comparison with Observations in the Tropical WarmPool4.4.1 Direct ComparisonObservations of surface longwave irradiance in the tropical Western Paci�c were comparedwith the corresponding CLERA simulated values. The hourly observations are averaged tomatch the 6-hourly simulated values in Fig. 4.3. Mean SDLclera over the observationalperiod is 411 Wm�2 while the corresponding WHOI value is 414 Wm�2. Because theobservations are taken for all-sky conditions, it is expected that WHOI values should begreater than SDLclera because of the additional downward longwave emission by clouds. Ifboth datasets were entirely accurate, the CLERA-WHOI SDLc di�erence of about 3 Wm�2would constitute the mean surface longwave cloud radiative forcing, LWCF . However, theestimated LWCF is rather low compared with values obtained by Collins et al. (1996) ofbetween about 5 and 15 Wm�2 for the central and eastern equatorial Paci�c, and less thanthe 20 Wm�2 calculated by Long (1996) for the ARM PROBE experiment. The ARMPROBE mean surface downwelling long-wave irradiance over the TOGA COARE period is417 Wm�2 and the calculated clear-sky value is 397 Wm�2.
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Figure 4.3: Time-series of WHOI 6-hourly averaged and CLERA 6-hourly surface downwellinglongwave irradiance, SDL (Wm�2), and surface temperature, Ts (K), for the period 20 October1992 to 4 March 1993: (a) all-sky SDLwhoi (green) and clear-sky SDLclera, (b) SDLwhoi minusSDLclera and (c) WHOI and ERA surface temperature.There are periods when observed SDL is signi�cantly less than SDLclera (negative SDLdi�erence in Fig. 4.3(b)). This is unlikely given the generally decreasing temperatures withaltitude in the tropical troposphere and the importance of near-surface layers in determiningsurface long-wave irradiance (Zhao et al. (1994)). This suggests errors are present in thesimulation and/or the observations. A potentially signi�cant source of error are the ERAatmospheric pro�les. Errors of order 10Wm�2 in TOGA COARE observations (Weller andAnderson (1996)) are inherent, implying that cloud forcing estimates should be interpretedwith extreme caution. However, if a fairly constant bias is present in observations and calcu-lations, changes in cloudiness may be inferred from changes in calculated cloud forcing overlonger periods of time (i.e. days to weeks). Periods of high irradiance variability over about5 to 10 days are present in both the observations and the calculations (Fig. 4.3(a)). Most



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 77of the variability in the net long-wave irradiance is due to 
uctuations in the downwellingirradiance. Therefore SDL variability will be considered in detail. Of particular interest arethe periods centred on day numbers 43, 90 and 117.Fig. 4.3(c) shows the WHOI Ts, which was modelled from 0.45 m ocean temperaturesby Weller and Anderson (1996), to vary more markedly than the simulated Ts. ERA seasurface temperature is essentially �xed over the period of a day. Thus the large diurnalsignal apparent in the observations (amplitudes up to 5 K) are not reproduced. This causessurface emission (E) to 
uctuate more than CLERA values (not shown).(a) Comparisons over �ve time periodsThe period 21 October 1992 to 4 March 1993 is split into �ve time periods correspond-ing to di�ering meteorological regimes, summarised in table 4.3. The periods correspondTable 4.3: Dates and meteorological regimes of �ve time periods during the TOGA COARE meas-urements. ISO is the intraseasonal oscillation.Period Dates Meteorological regime1 21 OCT - 12 NOV 92 Active ISO phase; 3-7 day SW'ly wind events2 12 NOV - 14 DEC 92 Convection suppressed ISO phase; low wind speed3 14 DEC - 2 JAN 93 Active ISO phase; WWBs4 2 JAN - 23 JAN 93 Convection suppressed ISO phase; low wind speed5 23 JAN - 4 MAR 93 Active ISO phase; Squalls, then moderate NW windsloosely to active and convection-suppressed phases of the Intra-seasonal Oscillation (ISO)highlighted by Gutzler et al. (1994). Table 4.4 sets out the means of observed meteorologicalvariables, and includes the WHOI observed and CLERA calculated SDL, and their meandi�erence, SDLdiff , over the �ve periods. Also shown is the observed skin temperature,Tskin, 2.3 m air temperature, Tair, and the surface incoming shortwave irradiance, SWsfc.The meteorological conditions and 
ux variability were described in detail by Weller andAnderson (1996). By considering Tables 4.3 and 4.4 it is apparent that high values of SWsfccorrespond with suppressed phases of the ISO and also with lower values of SDLdiff . Thismay be explained by considering that during convection suppressed regimes, the presenceof cloud is less frequent, thus allowing greater transmittance of shortwave irradiance tothe surface. A greater proportion of clear-skies also results in lower longwave emission byclouds to the surface and consequently low SDLwhoi. Because SDLclera is not a�ected bythe presence of cloud, SDLdiff will also be low. This is particularly the case for period 2in which SWsfc is high (238 Wm�2) and SDLdiff is low (-4.4 Wm�2).



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 78Table 4.4: Meteorological and irradiance measurements and calculations during the �ve peri-ods. Tskin is the sea surface skin temperature, Tair is the 2.3m surface air temperature, q isthe surface atmospheric speci�c humidity, RH is the surface atmospheric relative humidity andSWsfc is the surface incoming solar irradiance. SDLwhoi is the WHOI surface downwelling long-wave irradiance, SDLclera is the CLERA calculated surface downwelling long-wave irradiance andSDLdiff = SDLwhoi � SDLclera .Period Tskin Tair SWsfc SDLwhoi SDLclera SDLdiff(K) (K) (Wm�2) (Wm�2) (Wm�2) (Wm�2)1 302.2 300.8 186.5 416.4 408.6 +7.62 302.7 301.2 237.8 409.7 414.1 -4.43 302.2 300.8 170.1 419.6 412.4 +7.24 302.4 301.2 212.9 415.8 414.7 +1.15 302.2 301.2 200.3 411.6 408.0 +3.6Table 4.4 also shows that for all periods considered, the mean 2.3 m air temperature ismore than 1 K below that of the mean surface skin temperature. The strong sensitivityof SDL to the near surface temperature (Chapter 3) make this disparity all the moreimportant. The reasons for the high variability in observations and calculations over the 5day events are discussed further in Sec. 4.4.3.(b) Longwave and Shortwave Irradiance Relationship over Daily Time-scalesTo explore the relationship between the e�ects of cloudiness on the surface longwave andshortwave irradiance further, the dependence of observed all-sky SDL and all-sky SWsfcover daily time-scales are considered. Figure 4.4(a) and (c) shows WHOI and ARM dailyaveraged SDL to be negatively correlated with corresponding SWsfc. Correlation betweenSDLclera and SWsfc is not signi�cant (Fig. 4.4(b)), implying that the all-sky relationshipis due to the e�ect of clouds. Complementary results are described by Grant and Hignett(1998) who used aircraft irradiance observations in conjunction with clear-sky irradiancecalculated by the Edwards-Slingo radiation code.The large scatter of SDLdiff with SWsfc in Fig. 4.4(d)) is explained thus: surface short-wave cloud radiative forcing is sensitive to clouds throughout the atmospheric path whilesurface longwave cloud forcing is signi�cant only for clouds relatively near to the surfacedue to higher cloud base temperature and lower water vapour path below the cloud than forclouds at greater altitude. The minimum SDLdiff corresponds with the maximum SWsfc
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Figure 4.4: Daily average surface downwelling shortwave and longwave irradiance relationships for:(a) WHOI, (b) WHOI and CLERA, (c) ARM and (d) WHOI-CLERA and WHOI.because periods of reduced cloud amount allow strong transmission of shortwave radiationwhile there is only a small contribution to the observed SDL from longwave cloud emission.Errors in both datasets also introduce greater scatter in the relationship between SDLdiffand SWsfc. Negative SDLdiff show errors in observational/calculated long-wave irradiancesrather than implying negative surface long-wave cloud forcing.As is well known, shortwave cloud forcing dominates over longwave cloud forcing at thesurface in the tropics (e.g. Grant and Hignett (1998)). For a given change in SWsfc,the change in all-sky SDL is generally much smaller (Fig 4.4). However, the existenceof a relationship between longwave and shortwave cloud radiative forcing suggests thatshortwave irradiance may be used in the determination of clear-sky observations. Thereforea more realistic comparison of observed and calculated surface long-wave irradiance may beundertaken.
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Figure 4.5: Calculated clear-sky surface downwelling shortwave irradiance, SWclr (Wm�2), usingthe Li et al. (1993) method, plotted with observed surface downwelling shortwave irradiance, SWsfc(Wm�2), for (a) WHOI hourly observations from October 1992 to March 1993 and (b) ARM 5-minute average observations for November 1992 in the tropical Paci�c. The solid line denotesSWsfc = kswSWclr , where ksw = 0:9.4.4.2 Estimating Clear-sky Observations(a) MethodFor a realistic comparison of observed and calculated irradiance it is necessary to extractclear-sky observed values. Because observations were collected automatically by the WHOIbuoy, no parallel record of cloud amount was available to directly obtain clear-sky irradiancevalues. Therefore the following approach was undertaken to estimate clear times: 1) timeintervals where rainfall is observed are assumed overcast and 2) day-time observations areassumed cloudy if the measured SWsfc is less than a speci�ed fraction (ksw) of modelledclear-sky values of SWsfc. Method 2 is problematic as only day-time values can be exploited.Also cloud information may only be inferred from the region of the sky occupied by thesun. Dutton (1993) argues that this method is unsatisfactory for these reasons and prefers amethod using the net surface longwave irradiance as will be discussed in Sec. 4.5. However,he notes that the longwave method is not suitable for tropical environments due to low levelmoisture obscuring the cloud signal in the net long-wave irradiance. Also the net long-waveirradiance method is likely to introduce a systematic oversampling of dry pro�les. Thesereasons and the lack of direct cloud observations necessitate the use of a solar methodcombined with rainfall observations to infer clear skies in this comparison.



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 81To calculate the clear-sky incoming solar irradiance, a parameterization by Li et al. (1993)was employed. Downwelling short-wave irradiance at the ocean surface (SWclr) is given by,SWclr = S� �1� �0:1487p� � 0:01124� �+ 1� exp(��)� (0:0699� 0:0216u 12 )� ; (4.4)where � is the cosine of the solar zenith angle. The incident solar 
ux at the top of theatmosphere (S) varies with Earth-sun distance and was approximated by,S = 1368 + 45cos�2�t365� ; (4.5)where t is the time in days from perihelion on 3 January (Liou (1980)). The total columnwater vapour (u) was taken from ERA 6-hourly values. The observation was deemed clearwhen SWsfc > kswSWclr. ksw is not known precisely and therefore was estimated. Valueswere only considered where � was greater than 0.1. No explicit method of accounting forthe e�ect of aerosols was included.Figure 4.5 shows SWclr plotted against SWsfc for ARM and WHOI observations; thevalues to the right of the solid line (SWsfc = kswSWclr) are retained as clear if ksw =0:9. The banded structure present in Fig. 4.5(a) is explained by the hourly nature ofcalculated irradiance. Throughout the months considered, the daily cycle of � alters withthe declination of the sun, thus causing a range of SWclr values for each hour of the dayconsidered. ARM SWsfc values are occasionally greater than the calculated values; this islikely to be caused by re
ection o� clouds that are not a�ecting the direct incident solarirradiance locally.(b) Clear-sky SDL sensitivity to �ltering parameterIncreasing the parameter, ksw, results in a decreasing quantity of observations that aredeemed to be made under clear-sky conditions. Because of errors inherent in both theshortwave and longwave observations and calculations it was necessary to determine themost reasonable value of ksw such that cloud contamination of clear-sky �ltered observationswas minimised, while the number of clear-sky observations were maximised. Also, becauseSWclr is not adjusted to account for the e�ects of aerosols, the optimum value of ksw couldnot be derived theoretically. Therefore comparison was undertaken for a range of ksw.Figure 4.6 shows the change in mean SDLdiff (a) and the mean SDLclera and SDLwhoi(b) on varying the clear-sky �ltering parameter, ksw. Only observations where no rainfallwas recorded and where � > 0:1 were considered. The WHOI and CLERA means forall values are shown (�lled symbols) by way of a comparison. The removal of values fortimes when rainfall is observed accounts for much of the di�erence between WHOI SDL
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Figure 4.8: ECMWF Re-analysis and Kavieng radiosonde pro�les of water vapour mass mixingratio. Location: 150.8 �E, 2.6 �S.point. The pro�les considered are chosen to sample relatively dry (u < 50 kgm�2) andrelatively moist (u > 50 kgm�2) conditions for a range of times. Figure 4.8 shows ERA andradiosonde water vapour mass mixing ratio pro�les. The di�erences between observed andsimulated pro�les are generally quite small. The mean ERA pro�le u is 3.9% greater thanfor the radiosonde pro�les. Near-surface temperature for ERA pro�les and ARM radiosondepro�les are shown in Fig. 4.9. Di�erences between surface temperatures by as much as 3 Kare noted. Also, ERA fails to capture the temperature inversion at about 850 mb presentin the observations on 31 December.The radiative e�ects of pro�le di�erences are now examined, using the narrow-band ra-diation model. For this purpose, pro�les are interpolated onto a 183 point vertical gridcontaining surface values and values every 5 hPa from 1000 hPa to 105 hPa, above whichthere are two levels (at 75 hPa and 25 hPa) which are prescribed by the tropical standardatmosphere. Ozone is interpolated from the standard pro�le. Nitrous oxide and methaneconcentrations are assumed constant through the pro�le at 310 and 1720 ppbv respectivelyand carbon dioxide concentration is set at 360 ppmv (IPCC (1996)). The e�ects of aerosolsare not accounted for. Mean calculated SDLc for the ERA pro�les is 4.6 Wm�2 greaterthan mean calculated irradiance for the radiosonde pro�les (Table 4.5). It is shown that byreplacing radiosonde surface temperatures with ERA values, and consequently altering the
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uence the accuracy of simulated SDLc. The interpolation oftemperature between the lowest ERA model level and the surface assumed in the Edwards-Slingo radiation code is in contradiction with observations (Weller and Anderson (1996)),thus potentially introducing a bias of order 5 to 10 Wm�2 into the simulated SDLc.4.4.3 Episodes of High Irradiance VariabilityThe radiosonde pro�les from the ARM site and ERA pro�les from the corresponding gridpoint are now used to assess the relative importance of atmospheric pro�les of temperatureand water vapour in driving the signi�cant longwave irradiance variability observed andcalculated over the 5-day events.



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 86Table 4.5: Narrow band model calculated surface downwelling longwave irradiance for ERA pro�les,and radiosonde pro�les, and radiosonde pro�les with ERA surface temperature (radiosonde0) at 150.8oE, 2.6 oS. Date, Time ERA Radiosonde Radiosonde0(GMT) (Wm�2) (Wm�2) (Wm�2)11/11/92, 12z 418.9 406.5 415.213/11/92, 12z 407.5 397.6 408.629/12/92, 00z 415.9 404.8 415.331/12/92, 00z 403.2 406.0 403.523/1/93, 06z 419.9 421.9 421.624/1/93, 06z 405.5 406.2 404.1Mean: 411.8 407.2 411.4Table 4.6: Change in calculated clear-sky SDL due to to changes in radiosonde pro�le, �SDL(Wm�2), and for changes due to pro�le temperature changes (�SDL�T (z)) and water vapouramount changes only (�SDL�w(z)) for 13-11 November and 30-28 December 1992 and 24-23 Janu-ary 1993. Date �SDL �SDL�T (z) �SDL�w(z)(Wm�2) (Wm�2) (Wm�2)13-11 NOV -8.9 -0.4 -8.430-28 DEC +1.2 +17.6 -16.524-23 JAN -15.7 +3.9 -19.6(a) November EventBetween 11 and 13 November, temperature increased in the mid-troposphere while thetotal column moisture drops signi�cantly with all but a layer between about 900 and950 hPa experiencing a fall in water vapour mass mixing ratio. The decrease in calcu-lated SDLc of 9.1 Wm�2 is revealed, using the narrow band scheme, to be caused primarilyby the changes in water vapour concentration between pro�les (Table 4.6). Changes inwater vapour amount in the 700 hPa to the surface layer cause 77% of the change in SDLcdue to pro�le water vapour variations.To ascertain whether the November event constitutes a large-scale feature, the CLERA6-hourly simulated SDLc for the large-scale region bounded by 150 to 160� E and within 20�
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Figure 4.10: Time-latitude plot of 6-hourly 150 to 160 � E mean SDLclera anomalies from theNovember monthly mean values, plotted between 17.5 and -20 � N.of the equator was examined. Over the tropical western Paci�c, SDLclera is highest overthe warm, moist equatorial ocean regions and lower over the drier land regions. Plottingirradiance as a function of latitude and time shows a tongue of low irradiance to propagatefrom the south during the November event (Fig. 4.10). This resulted from a latitudinallypropagating large-scale 
ow of relatively dry air from Australia. This large-scale event maymark the transition between phases of the ISO as discussed by Weller and Anderson (1996).(b) December EventBetween 28-30 December a moist pro�le was replaced by a dry pro�le above a temperatureinversion at about 830 hPa, below which the near-surface layer is both warm and moist (seeFigures 4.9 and 4.8). However, calculated SDLc is similar for both pro�les. This is becausedecreased atmospheric emission due to less water vapour is o�set by the high temperaturesof the the pro�le on 30 December between about 700 hPa and the surface. The total changein calculated SDLc of 1.2 Wm�2 represents the residual between the 16.5 Wm�2 decreasedue to pro�le water vapour changes and a 17.6 Wm�2 increase due to pro�le temperaturechanges (Table 4.5). The changes in near-surface temperature are particularly importantin this respect. The increases in surface temperature between 28-30 December causes thenet surface longwave cooling to increase by 27.5 Wm�2.



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 88(c) January EventARM radiosonde ascents show temperature and water vapour pro�les to vary signi�cantlybetween 23-28 January. A moist pro�le on the 23rd was replaced by a very dry pro�le onthe 24th with total column moisture dropping from 55.8 kgm�2 to just 38.7 kgm�2. TheSDLc falls from 421.9 to 406.2 Wm�2 and are primarily (about 80%) due to water vapourchanges in the lowest 300 hPa slab, despite a similar magnitude of increase in water vapouramount in the 300 hPa thick slab immediately above. Examining the large scale changesin simulated irradiance over January shows no noticeable latitudinally propagating SDLcanomaly as was encountered during November. The decrease in SDLc appears to propagatefrom the west and is associated with a convectively active regime, although with a cooler,drier near surface layer (not shown)4.5 Comparison with Observations in Alaska4.5.1 Direct ComparisonObservations of SDL and Ts from Alaska were compared with interpolated hourly valuessimulated by CLERA over the entire annual cycle of 1992 (Fig. 4.11). Also shown is the ERAcolumn water vapour and the observed SDL minus simulated SDLc which may be interpretedas the surface longwave cloud radiative forcing (LWCF ). Times of missing data are notconsidered in the comparison. Observed Ts ranges from less than 240K during the winter toabove 280 K during the summer (Fig. 4.11(a)). The seasonal cycle is well depicted by ERA.However, diurnal 
uctuations are less well represented, due in part to the poorer temporalresolution of the ERA products. Notably, a 10 K overestimation of Ts by ERA is present atthe end of April. ERA u also shows a strong seasonal cycle, ranging from about 2 kgm�2 inFebruary up to nearly 30 kgm�2 at the end of June. However, the daily 
uctuations of u arealso very strong, especially in summer months, varying by as much as 20 kgm�2 over the�rst few days of July. Both the seasonal and daily 
uctuations of u are correlated stronglywith SDLclera highlighting the strong dependence of SDLc on total column moisture. Theobserved all-sky SDL is less well correlated with ERA column moisture because clouds actto both dampen the u-related signal as well as introduce their own mode of SDL variability.CLERA and STAR SDL both show a strong seasonal cycle. This illustrates that the clear-sky component of SDL is the dominating cause of SDL variability over a year. All-skySDLstar tends to be signi�cantly greater than CLERA values. This is to be expected dueto the increased downward longwave emission caused by the presence of clouds.
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Figure 4.11: STAR hourly and ERA interpolated hourly Ts (a), ERA hourly u (b) and STARhourly SDL, CLERA interpolated hourly SDLc and the STAR minus CLERA LWCF (c) for Barrow(72.3 � N, 156.6 � W), 1992.Mean observed all-sky SDL is 238 Wm�2 which is signi�cantly greater than the meanSDLclera of 194 Wm�2. It is encouraging to note that the minimum SDLstar values tendto coincide approximately with CLERA SDLc (Fig. 4.11(c)), thus indicating that clear-skyperiods in the observational data produce similar SDL to simulated clear-sky values. Thisinference is discussed further in Sec. 4.5.2. The di�erence between all-sky observed SDLand clear-sky simulated SDL can be as much as 100Wm�2 (Fig. 4.11(c)). If both observedand simulated irradiance are accurate, this indicates that instantaneous surface LWCF canbe as large as 100 Wm�2.



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 904.5.2 Clear-sky Comparison(a) MethodComparing SDL measured when skies are free of cloud with simulated SDLc is of greatervalue in identifying the causes of observation-model biases that the direct comparison in theprevious section. However, removing measurements from the time-series that are deemedto be taken during cloudy conditions is problematic due to the lack of in situ observationsof cloud amount at the STAR site. Two alternative methods were used to identify clear-skyperiods:1) Clear-sky conditions were assumed when observed surface downwelling shortwaveirradiance was above a prescribed fraction, ksw , of calculated clear-sky surface downwellingshortwave irradiance. This was the method implemented in Sec. 4.42) The sky was assumed clear when SDL was below a speci�ed fraction, klw, of thesurface emitted irradiance, E.Method 2 is illustrated in Fig. 4.12 which shows the observed surface emitted longwaveirradiance plotted against observed SDL. The lines correspond to E = klwSDL for twodi�erent values of klw; points above each line are de�ned as clear-sky measurements for thegiven value of klw. Thus by decreasing the value of klw, the number of measurements deemedto be made under clear-sky conditions is reduced. This method of clear-sky sampling di�ersslightly to the technique used by Dutton (1993) who de�ned clear-sky measurements whenthe observed surface net longwave cooling was greater than a pre-determined fraction of thesurface emission.Using the SDL to infer clear-sky conditions is undesirable because it is also the parameterfrom which model-observation comparison is undertaken. The strong dependence of SDLon parameters other than cloud amount will potentially introduce systematic biases intothe clear-sky �ltered data. For example the strong apparent positive dependence of SDLcon temperature and column water vapour highlighted in Fig. 4.11 is likely to result in anoversampling of cold, dry pro�les using method 2. The longwave method is utilised becauseof the shortcomings of the solar method (Dutton(1993)) and the strong in
uence of cloudson the surface net longwave irradiance for the relatively dry sub-arctic pro�les. Clear-skysampling was performed using method 1 only, method 2 only and both methods in unisonfor a range of ksw and klw. Comparisons were subsequently undertaken between observedand simulated SDLc considering only the portions of the time-series deemed to be free ofcloud-cover.
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Figure 4.14: Hourly STAR SDL with CLERA SDL for (a) All-sky STAR SDL, (b) shortwave �lteredSTAR clear-sky SDL, (c) longwave �ltered STAR clear-sky SDL and (d) shortwave and longwave�ltered STAR clear-sky SDL. Diagonal lines represent STAR SDL = CLERA SDL, while thick redlines represent the line of best �t to the data points.ascribed to observational and simulation errors, as well as cloud contamination errors in theclear-sky �ltering.In considering the residual clear-sky irradiance error, it is informative to calculate theroot mean squared deviation of STAR minus CLERA SDLc. The lowest RMS deviation forthe values of k considered in Table 4.7 is for the longwave �ltering technique (8.4 Wm�2).A strong correlation of r=0.99 is calculated, although there is a tendency for the regressionslope to be less than the 1:1 relationship (Fig. 4.14(b)). This tendency is stronger still whenclear-skies are �ltered using the shortwave technique (Fig. 4.14(c)). The tendency for STARSDLc to be greater than that of CLERA for low SDL is most prominent for the shortwave�ltering case, most especially for SDLclera of about 200 Wm�2. This may be explainedby cloud contamination in the clear-sky observations. Because the bias is most discerniblefor the shortwave �ltering case, it is likely that broken cumulus cloud is the cause. Whilewell broken cloud allows long periods of strong solar irradiance to reach the surface, andtherefore will be considered as `clear-sky' using the shortwave �ltering technique, there isstill a signi�cant longwave radiation emission to the surface due to these clouds. Furtherpossible reasons for the bias include aerosols, or `Arctic Haze' (e.g. Shaw et al. (1993)),



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 94Table 4.7: CLERA and STAR all-sky and clear-sky �ltered annual mean SDL (surface downwellinglongwave irradiance) and their correlation. SDLdiff denotes the mean STAR minus mean CLERASDL di�erence, while the RMS denotes the root mean squared di�erence between STAR and CLERASDL. N is the number of values and r is the least squares �t correlation coe�cient between STARand CLERA SDL.Filtering STAR CLERA SDLdiff RMS N rSDLc SDLc Di� SDLdiff(Wm�2) (Wm�2) (Wm�2) (Wm�2)None 238.3 194.4 44.1 44.9 7995 0.84klw=0.75 194.8 191.0 3.8 8.4 739 0.99ksw=0.85 232.4 225.2 7.2 12.6 402 0.95klw=0.75 230.4 228.1 2.3 9.4 284 0.98ksw=0.85which the CLERA simulation does not account for, or errors in the pro�les of temperatureand moisture given by ERA.There is a tendency for STAR SDLc to be less than CLERA values during the summer.The overall tendency for observed SDLc to be greater in the winter and lower in the summerthan simulated values is consistent with the �nding of Dutton(1993). Dutton explained these�ndings in terms of water vapour measurement problems in cooler and drier conditions andaerosol uncertainties in the tropics. Again errors in CLERA could provide an explanationfor this disparity.Filtering for clear-skies using both shortwave and longwave techniques improves slightlythe correlation between STAR and CLERA SDLc compared to the shortwave method only,with a root mean square di�erence of 9.4Wm�2. There is still a tendency for observed SDLcto be greater than simulated SDLc for colder, drier times and the opposite to be true forwarmer, moister times. Also, the loss of all points for � < 0:1 remains a disadvantage. Usingthe longwave technique for � < 0:1 and either the shortwave method only or both �lteringtechniques at other times fails to decrease the residual clear-sky error. Observational errorsdue to the heating of the dome by shortwave irradiance (e.g. Alados-Arboledas et al. (1988))are also investigated by using the longwave technique at night only and during daylight timesonly (not shown). However, the Barrow data already account for this possible error, andthere appears no signi�cant di�erence between the residual error for the day and night-time



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 95values.4.5.3 Comparison of Vertical Pro�lesIn order to understand the reasons for the discrepancy between observed and simulatedSDLc at Barrow, eight radiosonde pro�les of temperature and water vapour mass mixingratio were considered in detail. The pro�les were selected for times deemed to be clear-skyby the analysis of Sec. 4.5.2 and were compared to corresponding ERA pro�les averaged overthe same grid points as the CLERA SDLc. All radiosonde pro�les were launched at 23z andsample at intervals of between 2 and 50 hPa up to about 400 hPa, above which sub-arcticstandard atmospheric water vapour and temperature pro�les were assumed. Temperaturefrom ERA pro�les at 00z are compared with radiosonde ascents in Fig. 4.15. All datescorrespond to the ERA pro�les for GMT.The observed temperature pro�les are generally well represented by ERA. Errors in ra-diative calculations due to the inadequate representation of temperature inversions (e.g.R�ais�anen (1996)) are unlikely, therefore, to be the cause of disparities between simulatedand observed irradiance. The large overestimate in surface temperatures by ERA duringlate April, as noted in Sec. 4.5.1, is highlighted in Fig. 4.15(c) for the 28 April comparison.Surface temperatures are also generally overestimated by ERA during summer months (dto g). Pro�les of water vapour mass mixing ratio for ERA and the eight radiosonde as-cents are presented in Fig. 4.16. It is apparent that ERA pro�les are too moist during thesummer months (i.e. Fig. 4.16(c) to (g)) while for the remaining dates vertical pro�les ofmoisture are in reasonable agreement. The apparent overestimate of column moisture byERA, however, may be a consequence of the temporal sampling. Observed pro�les havebeen chosen to represent clear-sky times and therefore the water vapour content of the pro-�les is likely to be low compared to overcast times. Because ERA pro�les represent all-skyconditions, the 6-hourly averaged pro�les are likely to contain more water vapour amountthan the radiosonde pro�les that sample for instantaneous clear, dry conditions. It is notobvious why this explanation should apply preferentially to summer months.To quantify more fully the role of surface temperature and column moisture di�erences indetermining irradiance disparities, radiative calculations using the narrow-band scheme wereperformed on the ERA and radiosonde pro�les. Sub-arctic ozone amounts are interpolatedfrom the standard atmosphere and all trace gases are set as in Sec. 4.4.2(d). Temperatureand column moisture di�erences for each pro�le are presented in Table 4.8 along withcalculated SDLc. STAR observations of SDL for the corresponding times are also shown.
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Figure 4.15: Temperature pro�les from radiosonde ascents over Barrow, Alaska (71.3 �N, 156.6 �W)and from ERA (70 to 72.5 �N, 155 to 157.5 �W). Pro�les are for 00z GMT for which the datescorrespond.
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Figure 4.16: Pro�les of water vapour mass mixing ratio from radiosonde ascents over Barrow,Alaska (71.3 �N, 156.6 �W) and from ERA (70 to 72.5 �N, 155 to 157.5 �W). Pro�les are for 00zGMT for which the dates correspond.



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 98Table 4.8: Surface temperature di�erences (�Ts) total column moisture di�erences (�u) and clear-skycalculated SDL for eight pro�les for ERA and radiosonde ascents at 71.3 �N, 156.6 �W. Di�erencesare for ERA minus radiosonde values. The STAR observed SDL is also shown for the correspondingtimes and the percentage ERA-radiosonde SDLc di�erence that is due to pro�le column moisturedi�erences is given by �SDL�u .Date (1992) �Ts �u ERA SDL Sonde SDL STAR SDL �SDL�u(00z GMT) (K) (kgm�2) (Wm�2) (Wm�2) (Wm�2) (%)15 April -4.9 -0.1 158.4 163.9 170 1016 April -1.8 -0.3 165.2 168.0 170 5728 April +6.0 +0.6 178.3 163.7 171 3730 June +0.7 +5.8 294.6 276.8 271 779 July +4.1 +4.0 282.4 261.9 260 3612 July +2.2 +4.5 268.1 253.7 252 7028 July +2.5 +3.6 260.8 248.2 252 6219 August -2.8 -0.3 230.1 235.1 243 38Firstly it must be noted that di�erences between radiosonde calculations of SDLc fallwithin the observational uncertainty of about 10 Wm�2 when compared to STAR obser-vations. However, di�erences in ERA and radiosonde calculated SDLc are large in somecases with the SDLc values calculated from the ERA pro�les between 28 April and 28 Julyshowing a positive bias of greater than 10 Wm�2 with respect to the radiosonde calculatedSDLc. This may be explained by considering that surface temperature and column moistureare greater for the ERA pro�les compared to the radiosonde pro�les. For the remainingpro�les (15 and 16 April and 19 August) ERA Ts and u are less than radiosonde values andconsequently ERA calculated SDLc is less than for the radiosonde pro�les. By replacingERA temperature or moisture pro�les with those of the radiosonde observations and onperforming further radiative calculations it is found that di�erences in column moistureamounts explain over two thirds of the calculated SDLc di�erence for the 30 June and12 July pro�les. Pro�le temperature di�erences explain more than two thirds of the di�er-ences for the 15 April pro�le, while for the remaining pro�les, both temperature and columnmoisture di�erences contribute signi�cantly to the SDLc discrepancy. Thus in conclusion,it appears that the ERA positive SDLc bias in summer months compared to observationsmay be due to greater total column moisture amounts and surface temperature comparedto the observed pro�les at times of clear-skies, while a negative bias in winter is explainedmore by the underestimation of surface temperature and column moisture by ERA. The un-



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 99derestimation of Ts in winter is consistent with the ERA land surface model error discussedby Slingo et al. (1998).4.6 Discussion and ConclusionsA simulation of the Earth's clear-sky radiation budget that uses the ECMWFRe-Analysis(ERA) has been developed by Slingo et al. (1998) as a tool for understanding the dependenceof the clear-sky greenhouse e�ect on physical variables. It also provides a test for the abilityof climate models to correctly simulate seasonal and interannual variability of the clear-skyradiation budget (Slingo (1997)). However, the validation of simulated irradiance withobservations is a precursor to their use in such studies. While simulated outgoing longwaveirradiance at the top of the atmosphere was validated against satellite observations bySlingo et al. (1998), there has been no such evaluation of model irradiance at the surface.The present study, while not validating simulated irradiance at the surface in its entirety,constitutes an attempt at both critically assessing the spatial and temporal variability ofsimulated irradiance and also identifying possible biases in empirical and observational datasets as well as the simulation itself.Simulated SDLc was compared with semi-empirical formula estimates and in situ obser-vations of SDLc. The empirical formula allows a global comparison of SDLc although relieson ERA to provide parameter speci�cations so cannot be a completely independent testfor the simulation. Observations, while providing such an independent test and allowinga detailed comparison over a high temporal resolution, also su�er from limitations such ashigh observational uncertainty, lack of information regarding cloud amount and the localisednature of the data. Nevertheless, two stations were selected to test the simulation for twovastly di�erent climatic regimes: the tropical western Paci�c and a land based sub-arcticregion.The main conclusions of these comparisons are as follows:1) The strong dependence of SDLc on near-surface temperature and total columnmoisture demands the accurate estimation of these terms if a robust simulation of SDLc isto be attained.2) The �ndings of Dutton (1993) are re-emphasised: simulated SDLc tends to begreater than observed values for warmer, moister pro�les while the reverse is true for drier,colder pro�les. This change in SDLc di�erence may be explained in terms of systematicchanges in the observational error such as cloud contamination or solar heating of theradiometer. Alternatively, a systematic change in simulation error due, for example, to



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 100the water vapour continuum parameterization, the lack of account for aerosol radiativeproperties or errors in the ERA temperature and moisture �elds may explain this result.Further work is required to decide between these explanations.3) Much of the tendency for simulated SDLc to be greater than observed values in thewarm, moist tropical western Paci�c may be explained by considering the disparity betweentemperature interpolation used in the simulation and the observed pro�le of temperaturebetween the surface and the lowest model layer. While the atmosphere immediately abovethe surface is assumed to have a temperature directly dependent on the surface skin tem-perature, observations show that this is not the case (e.g. Weller and Anderson (1996)).The observed 2.3m temperatures are about 1.5 K less than ERA skin temperatures for thissite and this discrepancy may account for much of the overestimation of simulated SDLccompared to the observations.4) Values of simulated SDLc that are greater than observed values at the sub-arcticstation during the summer may be explained by the apparent overestimation of total columnmoisture by ERA during times of clear-skies. However, it is proposed that the ERA pro�lesare at too coarse a temporal resolution to capture brief cloud-free times that are relativelydry compared to average. Similar biases may arise when comparing, for example, time-mean clear-sky �ltered irradiance from satellite with climate model estimates (e.g. Cesset al. (1992)).5) The tendency for observed SDLc to be greater than simulated values during thewinter at the sub-arctic station may be explained by underestimations in ERA near surfacetemperature, total column moisture or both, compared to observations. Alternatively theclear-sky observations are cloud contaminated thus producing unrealistically high SDLc, orsimulated SDLc is underestimated because no account is made for aerosol radiative e�ects.6) The semi-empirical formula (Prata (1996)) performs well in reproducing the globaldistribution of monthly mean SDLc simulated by CLERA. However, departures from cli-matological lapse rates of temperature and moisture implicitly assumed in the Prata modelproduce large discrepancies between estimated and simulated SDLc. Therefore its perform-ance on �ner spatial and temporal scales is anticipated to be inadequate. A more recentSDLc formula (Dilley and O'Brien (1998)) marginally outperforms the Prata formula butthis is mainly because the new formula bypasses estimating u from surface conditions.7) The exploitation of observations of both clear-sky irradiance and meteorologicalparameters in determining the Prata model make it a valuable technique in assimilatingall surface irradiance observations which may highlight biases in the spatial distributionof SDLc. For example, the general overestimation of the Prata model compared to thesimulation may be due either to (i) cloud contamination in irradiance observations used toderive the empirical constants, (ii) the lack of account for the longwave radiative e�ects of



CHAPTER 4. EVALUATION OF SIMULATED IRRADIANCE 101aerosols in the simulation or (iii) incorrect speci�cation of the radiative parameterizationssuch as the water vapour continuum (e.g. Kilsby et al. (1992)).The general agreement of simulated SDLc variability with observations over a temporalscale and with a simple formula over spatial scales help to validate the simulation of theEarth's clear-sky longwave radiation budget. Therefore more weight may be ascribed totheir testing of climate model variability of the clear-sky radiation budget which is possibleon a 6-hourly time scale and 2.5 by 2.5� horizontal grid. However, two points must bemade with reference to the comparison of simulated SDLc with observations. Firstly, at theobservational stations considered, there is likely to be a larger input of meteorological datainto the ERA assimilation system than in regions containing few observations. ThereforeERA pro�les, and consequently also the simulation of SDLc, are anticipated to be lessaccurate in regions of relatively few observations. A second point relates to the inadequatederivation of clear-sky irradiance observations. Both the shortwave and longwave clear-sky �ltering techniques su�er from severe limitations (e.g. Dutton (1993)) and need, at thevery least, to be validated against or used in conjunction with comprehensive observations ofcloud amount and type at the surface. This clearly shows the need to measure independentlythe cloud cover and use this to accomplish the clear-sky sampling at the surface.The observational comparisons of the present study imply that the SDL variability issigni�cantly less than surface shortwave irradiance variability in the tropics. However, overthe time scales relevant to climate change the SDLc is likely to become relatively much moreimportant in in
uencing the surface energy budget (e.g. Schneider et al. (1997b)). Thusthere is a need to accurately represent this parameter and its variability. To obtain a muchmore accurate representation of the surface radiation budget, comprehensive observationsof cloud amount, near surface temperature and total column moisture are required at thesurface in conjunction with accurate in situ irradiance observations.



Chapter 5THE SIMULATEDDEPENDENCE OF THEEARTH'S CLEAR-SKYRADIATION BUDGET ONTEMPERATURE ANDHUMIDITY5.1 IntroductionOutgoing longwave radiation to space (OLR) is the fundamental cooling mechanism ofthe Earth-atmosphere system. Knowledge of its dependence on surface and atmosphericparameters is therefore required for a quantitative understanding of the climate and cli-mate change. The response of the climate system to a change in the Earth's radiationbudget is made more complex by feedbacks, one of which involves a change in water va-pour amount and distribution in response to a change in surface temperature, Ts. Watervapour is generally regarded to provide a positive feedback with climate models implyingan ampli�cation of surface warming of about 1.6 (e.g. IPCC (1990)).Raval and Ramanathan (1989) used satellite Earth Radiation Budget Experiment (ERBE)observations of clear-sky OLR (OLRc) to argue in favour of a positive water vapour feed-back, by showing an increase in normalised atmospheric greenhouse trapping with spatiallyincreasing Ts. However, spatial variations cannot be used reliably to infer water vapour102



CHAPTER 5. THE EARTH'S CLEAR-SKY RADIATION BUDGET 103changes in a warming climate; Spencer and Braswell (1997) argued that a positive feedbackwill always apply spatially between the ascending and descending branches of the tropicalcirculation systems. Rind et al. (1991) showed satellite-derived water vapour amounts toincrease with the greater convection associated with hemispheric warming over the sea-sonal cycle. They conclude that the quantitative agreement with climate model predictionsstrengthens the argument in favour of a positive water vapour feedback. Ramanathan andCollins (1991) infered a positive feedback spatially and over short time-scales such as theseasonal cycle and the El Ni~no/Southern Oscillation (ENSO). However, Lau et al. (1996)asserted that it is not prudent to assume that feedbacks operating over these time-scalesare relevant for climate change on decadal time-scales unless entire circulation systems areaccounted for. Soden (1997) examined the change in the atmospheric greenhouse e�ect overthe ENSO cycle, and pointed out that infered sensitivities are highly dependent on whichparticular months are analysed. Thus it is more informative to relate OLRc to surface andatmospheric parameters using an array of monthly means.Bony et al. (1995) infered the sensitivity of ERBE OLRc to Ts using the monthly-meansof 1987 and 1988 and related this to the column moisture variation associated with changesin temperature, temperature lapse rate and relative humidity, RH . Results were comparedwith climate model experiments over seasonal and interannual time-scales. The di�erencebetween the sensitivity of OLRc to Ts over di�erent time-scales and between the ERBE andclimate model warming experiments was attributed to changes in temperature lapse rateand RH . Raval et al. (1994) also noted the strong seasonal correlation between ERBE OLRand column mean RH for both clear and cloudy skies over the tropical oceans. Slingo andWebb (1997) showed that RH in the upper troposphere describes much of the variation inOLRc in the water vapour absorption bands and related this to radiative transfer theory.The relationship between upper tropospheric RH (UTH), deep convection frequency andthe normalised clear-sky atmospheric greenhouse trapping was examined by Soden andFu (1995). From the correlation, they inferred that variations in UTH explain abouthalf of the deviation of normalised greenhouse trapping from its climatological mean, withthe remainder being tentatively explained by variations in the temperature lapse rate andmoisture at lower levels. Sinha and Harries (1997) showed that while OLRc is most sensitiveto upper tropospheric RH , changes in RH in the middle troposphere are largest. The primemotivation of the present study is to extend this earlier work by using a simulation of OLRcbased on 15 years of data. The longer period of analyses, than earlier studies, allows a morerobust characterisation of the variability; and the use of a model to simulate OLRc allowsthe causes of the variability to be more clearly identi�ed than is possible using statisticalanalyses, where relationships between variables may not adequately imply a direct causal



CHAPTER 5. THE EARTH'S CLEAR-SKY RADIATION BUDGET 104link.Another focus for this study is to examine the occurrence of the super-greenhouse e�ect(SGE; e.g. Hallberg and Inamdar (1993)). This describes an apparently unstable clear-skylongwave radiative feedback operating at high sea surface temperatures whereby OLRc isanti-correlated with Ts. The feedback is thought to apply at the surface (e.g. Inamdar andRamanathan (1994)). An additional process must operate to stabilise tropical sea surfacetemperatures; suggested mechanisms are short-wave cloud radiative forcing (Ramanathanand Collins (1991)), evaporative feedbacks (Hartmann and Michelsen (1993)) and heat ex-port to the extra-tropics (Pierrehumbert (1995)). Bony et al. (1997b) explain the occurrenceof the SGE by considering the changes in convective regime associated with the large-scalecirculation over the seasonal and interannual time-scale.The present study uses the CLERA simulation of the Earth's clear-sky longwave radiationbudget, described in Chapter 2, to assess the impact of changes in temperature and humiditythroughout the atmosphere on OLRc. Recall that the simulation uses the ECMWF Re-analysis (ERA) which bene�ts from the consistent analysis system used to assimilate bothconventional and satellite-based observational data. Slingo et al. (1998) showed the qualityof the simulation by comparing OLRc with that from ERBE. The present study bene�ts froma su�ciently long data set (1979-1993) to allow climate 
uctuations on a longer time-scalethan the ERBE period to be resolved, and includes several ENSO events. Land and oceansare sampled, thus ensuring global coverage of clear-sky irradiance and sampling of the entireatmospheric circulation system. Thus the sensitivity of OLRc to surface and atmosphericparameters may be calculated in a global-mean sense. The framework of interpretation ofthe present analysis was set out in Chapter 3. Results are described in Sec. 5.2 and 5.3.Discussion with reference to the SGE and the water vapour feedback are presented in the�nal section.5.2 Regression StudiesUsing the monthly-mean CLERA irradiance in conjunction with the ERA data, the sens-itivity and degree of correlation of irradiance quantities with atmospheric and surface para-meters were computed. The least squares �t (LSQF) technique (e.g. Freund (1976)) wasemployed using the 12 months of the seasonal cycle or the 15 year interannual time-scalefor a particular month. A correlation coe�cient (r) of greater than 0.75 or less than -0.75is required for a signi�cant correlation at the 99.5% con�dence level for the smallest samplesize used (12 months).



CHAPTER 5. THE EARTH'S CLEAR-SKY RADIATION BUDGET 1055.2.1 The super-greenhouse e�ectThe SGE was �rst de�ned by Vonder Haar (1986) as a potentially unstable longwaveradiative feedback at the surface. Essentially increases in Ts are accompanied by decreasesin the longwave cooling (i.e. positive dFnet=dTs where Fnet is the clear-sky net downwardlongwave irradiance at the surface). A SGE was also identi�ed at the top of the atmosphere(e.g. Ramanathan and Collins (1991)) in which dOLRc=dTs is negative. In this situation thesurface-atmospheric column is less able to cool to space via clear-sky longwave radiationand thus provides, when considered in isolation from additional feedbacks, an unstableheating of this column. The feedback was shown to apply at the ocean surface (e.g. Lubin(1994)); although the atmosphere is less able to cool to space over warmer tropical regions,it more readily cools to the surface, with SDLc increasing substantially with Ts (Inamdarand Ramanathan (1994)). However, additional feedbacks must be present to counteractthis e�ect and avoid a runaway warming e�ect over the tropical oceans (e.g. Pierrehumbert(1995)).Figure 5.1 shows the regression correlation for OLRc and Ts calculated over the seasonalcycle for 1985. There is a strong positive correlation between OLRc and Ts for latitudespole-wards of about �30�. In the tropics the correlation tends to be negative, showingthat changes in atmospheric structure act to counteract the direct �Ts contribution tochanging OLRc . In these regions, simulated OLRc decreases with increasing Ts, constitutinga SGE. Over high latitude oceans, changes in atmospheric temperature act to amplify thesensitivity of OLRc to Ts (e.g. Webb et al. (1993)); OLRc changes are greater than changesin surface emission due to large increases in the atmospheric component of OLRc (OLRa)with increased Ts. In this situation the parameter, � in Eq. 3.7, is large because atmospherictemperatures are changing at a greater rate than Ts. The relationship between OLRc andTs over the seasonal cycle of other years is similar to that of 1985.Over the interannual time-scale for July (Fig. 5.1(b)) a SGE at high Ts is still present.These regions are con�ned to the tropical oceans and are less coherent than for the seasonalcycle. Strong positive correlation is con�ned mainly to land areas of latitude greater thanabout 45� where changes in Ts are greatest and convection strongly couples atmosphericand surface temperatures thus increasing �. The simulated sensitivities are between about1 and 3Wm�2K�1 away from the tropical oceans and are negative over the tropical oceans;this is consistent with Bony et al. (1995) who used ERBE data from 1987 to 1989 and aclimate model applied to seasonal and interannual time-scales. Applying the LSQF analysisto interannual time-scales for months other than July results in similar sensitivities of OLRcto Ts, although regions exhibiting a SGE vary slightly in latitude.
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Figure 5.1: LSQF correlation coe�cient for OLRc = aTs + b using the CLERA simulation over(a) the seasonal cycle for 1985 and (b) the interannual time-scale for July. The contour interval is0.25.The regions exhibiting a SGE are consistent with the results of Bony et al. (1997b) whoutilised ERBE OLRc from 1985 to 1989 and may be explained by considering the changesin the large-scale circulation. Over the seasonal cycle (Fig. 5.1(a)), regions exhibiting aSGE are generally situated within the 5 to 15� latitudinal zones either side of the equator.The change in convective regime related to the north-south shift of the Hadley Cell overthe seasonal cycle is larger in these regions than at the equator and forces large changesin RH which decouple the OLRc from surface emission. Over the interannual time-scale,the shift in the Hadley circulation is small, although a residual SGE signal is present overthe Atlantic and Indian oceans. The strongest SGE signal is evident in the tropical centralPaci�c, due to shifts in the Walker circulation associated with ENSO events.



CHAPTER 5. THE EARTH'S CLEAR-SKY RADIATION BUDGET 107The sensitivity of OLRc to changes in Ts are now explained in terms of atmospherictemperature and moisture variability. Fig. 5.2 displays the calculated sensitivity of ERAatmospheric parameters and CLERA irradiance quantities to changes in Ts over oceanregions between 60� S and 60� N. The variability about the mean value of each Ts bin ischaracterised by the standard deviation which is plotted either above or below each curveas a vertical error bar. The calculations are applied to the seasonal cycle of 1985 (solidline) and the interannual time-scale for July (dashed line). Column moisture generallyincreases with rising Ts (Fig. 5.2(a)). The sensitivity is signi�cantly larger over the seasonalcycle than over the interannual time-scale. This is partially explained by considering thechanges in atmospheric temperature with Ts over both time-scales (Fig. 5.2(b)): the 450 hPatemperature increases at a greater rate than Ts over the seasonal cycle but at a lesser ratethan Ts over the interannual time-scale. Because a warmer atmosphere potentially holdsmore water vapour, the large changes in atmospheric temperature over the seasonal cycleprovide a thermodynamic explanation for the large changes in atmospheric moisture. Athigh Ts the changes in column moisture are not explained entirely by thermodynamicsbecause atmospheric temperature changes only fractionally with Ts over both time-scales.The changes in column moisture in the deep tropics are rather explained by changes in RHwhich increases with Ts over the interannual time-scale and to an even greater extent overthe seasonal cycle for high Ts (Fig. 5.2(c)).The increased atmospheric moisture and the small changes in atmospheric temperaturewith Ts explain the negative dOLRc/dTs at high Ts in Fig. 5.2(d) and therefore explainthe SGE. This conclusion was also arrived at by Bony et al. (1995). dOLRc/dTs is morenegative over the seasonal cycle than the interannual time-scale at Ts > 295K because RHchanges are larger over the seasonal cycle than over the interannual time-scale. At higherlatitudes, the OLRc sensitivity to Ts is more positive over the seasonal cycle compared tothe interannual values. This is explained by the large increases in OLRa due to substantialatmospheric temperature increases with surface warming over the seasonal cycle, which isless marked over the interannual time-scale. This has been previously noted, for exampleby Webb et al. (1993).Over the seasonal cycle, a strong SGE at the surface applies to most ocean grid pointsas denoted by positive dFnet=dTs in Fig. 5.2(e). A surface SGE mainly a�ects the warmestregions (Ts > 295K) over the interannual time-scale where the SDLc is increasing at agreater rate than the surface emission. The large increases in SDLc are a product of thesigni�cant increases in column moisture with Ts that in turn induce a quadratic increase inwater vapour continuum emission as described in Chapter 3. While thermodynamics can
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Figure 5.2: LSQF calculated sensitivity of (a) ERA total column moisture, (b) ERA 500 hPaTemperature, (c) ERA 500 hPa RH, (d) CLERA OLRc, (e) CLERA Fnet and (f) CLERA clear-sky column radiative divergence, Q, to changes in Ts. The seasonal cycle of 1985 (solid line) andthe the interannual time-scale for July (dashed line) are presented. Ocean regions between 60 �S and60 �N only are considered and the calculated sensitivity is averaged in 2 K sea surface temperaturebins. Vertical bars denote one standard deviation from the mean value of the bin and are plottedabove or below each lines to enhance clarity.



CHAPTER 5. THE EARTH'S CLEAR-SKY RADIATION BUDGET 109explain the SGE at the surface over the seasonal cycle for most ocean regions, this appearsnot to be the case over the interannual time-scale. At high latitudes the small increases inatmospheric temperatures and therefore relatively small thermodynamic increases in columnmoisture with rising Ts result in a negative dFnet=dTs. At low latitudes, although a surfaceSGE is identi�ed, the changes in column moisture are primarily explained by variation inRH with Ts and therefore are not thermodynamically induced.The increase in cooling of the atmosphere to the surface with increased Ts generallycauses atmospheric column cooling (Q) to increase with increased Ts, despite the diminishedcooling to space at higher Ts (Fig. 5.2(f)). However, at the highest Ts bin over the seasonalcycle, the rapid decrease in OLRc with Ts results in negative dQ=dTs despite the increasedcooling to the surface. Thus the conclusions of Inamdar and Ramanathan (1994), thatthe SGE is manifest as an unstable feedback at the surface rather than in the atmosphere,does not hold for some tropical regions over the seasonal cycle. Changes in column heatingwith Ts are small over the interannual time-scale. Investigating the pro�le dependence ofclear-sky longwave cooling rates on Ts will be subject to further investigation elsewhere.5.2.2 The Dependence of clear-sky OLR on Tropospheric Relative Hu-midityIncreasing RH acts to decrease the surface component of the OLRc by decreasing Tr inEq. 3.7 and e�ectively shifts the height of atmospheric longwave emission to space up to acolder level thus decreasing OLRa. As absorption bands are radiatively less saturated withdecreasing humidity, the sensitivity of OLRc to RH is most negative for drier pro�les andalso for changes in RH in the relatively dry upper troposphere. This is complicated by theabsorption properties of the water vapour continuum (e.g. Clough et al. (1992)) which, inthe moister pro�les, acts to decrease the surface component of the OLRc with increasedRH in the lower troposphere.To illustrate this point the narrow-band model was applied to the tropical standard pro-�le which has RH set to 40% between 100 and 1000 hPa. The changes in OLRc are plottedas a function of wavenumber in Fig. 5.3 for speci�ed uniform changes in RH between 100and 1000 hPa. In the major water vapour bands (approximately wavenumbers less than600 cm�1 and greater than 1200 cm�1), absolute changes in OLRc are greater for a givendecrease in RH than for the same magnitude increase in RH con�rming the non-linearincrease in OLRc with decreasing RH . In the window region of the spectrum (approxim-ately 800 to 1200 cm�1) there is an approximately linear negative dependence of OLRc onRH . As was shown in Chapter 2, the water vapour bands vary in their degree of satura-



CHAPTER 5. THE EARTH'S CLEAR-SKY RADIATION BUDGET 110
WAVENUMBER (cm   )

CH
A

N
G

E 
IN

 IR
RA

D
IA

N
CE

 (W
m

   
 p

er
 1

0 
cm

   
 )

-1

-2
-1

Figure 5.3: Narrow band model calculated spectral changes in clear-sky OLR as a function ofwavenumber (cm�1) with uniform RH changes between 100 and 1000 hPa for a tropical standardpro�le with the RH set initially at 40%. Irradiance changes are averaged over 50 cm�1 spectralintervals.tion, so the altitude of maximum contribution to OLRc varies throughout the upper andmiddle troposphere (i.e. about 100 to 800 hPa) depending on wavenumber. Because con-tinuum absorption in the window region mainly acts in the lower troposphere (i.e. pressuresgreater than about 600 hPa), RH variations throughout the atmosphere are signi�cant indetermining OLRc . This is consistent with the �ndings of Shine and Sinha (1991). Thestrong contribution to the changes in OLRc from wavenumbers less than about 600 cm�1is apparent when humidity is low; this is consistent with Sinha and Harries (1995).Considering Eq. 3.7, a TRH parameter that adequately describes variations in OLRc mustaccount for the changes in RH in the regions of the atmosphere that are most important indetermining OLRc variability. The dependence of OLRc on changes of RH (�OLR�RH)may be written as a function of its sensitivity to RH at pressure, p, and the change inRH(p): �OLR�RH = @OLR@RH(p)�RH(p): (5.1)Figure 5.4(a) characterises the ERA RH variability by calculating its standard deviation ateach sigma level for the monthly-means of July (1979 to 1993) between 40� N and 40� S (solidline). The @OLR=@RH(p) term is provided by the narrow band scheme applied to a tropicalstandard atmosphere for 1% increases in RH (Fig. 5.4(b)). While OLRc is most sensitiveto RH in the upper troposphere (about 250 hPa), variations in ERA RH are greatest inthe middle and lower troposphere (about 600 to 800 hPa). Therefore the inferred OLRcvariation due to ERA �RH(p), from Eq. 5.1, is greatest between about 200 to 850 hPawith contribution from the entire troposphere (Fig. 5.4(c), solid line). The calculated OLRc
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(HVS)Figure 5.4: The importance of height dependent RH variations on clear-sky OLR variability: (a)40 �S to 40 �N mean ERA RH Standard Deviation with pressure for the 15 monthly-mean July's ofthe ERA period (solid line) and a `high variability scenario' (HVS) RH standard deviation (dottedline), (b) narrow band calculated sensitivity of clear-sky OLR to height dependent 50 hPa slabchanges in RH for the tropical standard atmosphere, (c) inferred variation of OLRc due to ERARH variations (solid line) and for the HVS RH variations (dotted line) and (d) weighting functionsapplied to RH for evenly spaced 50hPa vertical slabs that are used to calculate TRH for p�=450hPa and p�=250 hPa (Eq. 5.2).variation assumes that ERA provides a good representation of the true RH variability. Inreality, there is signi�cant uncertainty attached to the humidity throughout the atmosphere,especially at higher altitudes (e.g. McNally and Vesperini (1996)). Therefore estimatesof RH interannual variability must be received with caution. A further calculation wasperformed whereby RH standard deviation was assumed to increase linearly from 5% at1000 hPa to 15% at the top of the atmosphere (Fig. 5.4(a), dotted line). This `highvariability scenario' (HVS) assumes ERA humidity variability to be underestimated withthe largest underestimation at high altitudes. By calculating the resulting OLRc variability(dotted line, Fig. 5.4(c)), the potential impact of the uncertainty in RH variability at higheraltitudes is illustrated. The maximum OLRc variability due to RH variations is at about250 hPa, but with signi�cant contribution to the OLRc variability from RH variations atlower altitudes. It is seen that the upper troposphere has the potential to a�ect the OLRcvariability to a greater extent than lower levels if ERA humidity variation in the uppertroposphere is underestimated. This caveat should be considered when using the ERAhumidity in studies such as the present one and thus highlights the need for further work inaddressing this uncertainty. Such data sets are becoming available (e.g. Chiou et al. (1997),Gierens et al. (1997), Jackson et al. (1998), Chaboureau et al. (1998)) but the validation of



CHAPTER 5. THE EARTH'S CLEAR-SKY RADIATION BUDGET 112ERA humidity is beyond the scope of the present study.Soden and Fu (1995) used satellite retrievals of UTH (approximately 200 to 500 hPa RH)to show that the clear-sky normalised atmospheric greenhouse e�ect is strongly correlatedwith upper tropospheric RH , although they note that the lapse rate and lower troposphericmoisture may explain about half of this dependence. CLERA monthly-mean OLRc alsoshows a strong negative correlation with upper tropospheric RH in the tropics (not shown).Considering the importance of RH variations over the entire troposphere shown in Fig. 5.4,some of the correlation between upper tropospheric RH and OLRc may be due to a couplingbetween RH in the upper troposphere and RH at lower altitudes.Taking the results of Fig. 5.4 into account, the parameter TRH is de�ned to account forRH throughout the troposphere, but to apply maximum weight to the mid-troposphere:TRH = P31i=1exp(�2(ln(pi)� ln(p�))2)RH(pi)�piP31i=1exp(�2(ln(pi)� ln(p�))2)�pi ; (5.2)where i denotes sigma level and p� is the pressure at which maximum weight is prescribedto RH . The weighting function is plotted in Fig. 5.4(d) for evenly spaced 50 hPa thick slabsfor p�=450 hPa and p�=250 hPa. A Gaussian form is chosen so as not to exclude entirelythe RH variations in the regions of the atmosphere less important to the determination ofOLRc . This is also more consistent with the form of the satellite derived upper troposphericRH weighting function used by Soden and Fu (1995) than taking a column mean RH . Itwas decided to calculate TRH using p�=450 hPa so as not to exclude the contribution ofRH variation in the lower troposphere to changes in OLRc variability. Although there issigni�cant uncertainty with regard to RH variability in the upper troposphere and strato-sphere, the low weight prescribed to pressures less than 150 hPa is still valid given thatOLRc is relatively insensitive to changes in RH at these levels (Fig. 5.4(b)). The calculatedmean July TRH from 1979 to 1993 is plotted in Fig. 5.5. The dry descending regions of thesub-tropics are highlighted by TRH of below about 30%, while the ascending regions of thetropical warm pool and the Asian Monsoon as well as over central Africa are characterisedby high TRH of above 60%.There is a strong negative correlation between OLRc and TRH over the seasonal cycleof 1985 within about 30� of the equator (Fig. 5.6(a)). Away from the tropics, the correla-tion is smaller and tends to be positive which implies that changes in other parameters arein
uencing OLRc changes. The region of strong negative correlation over the interannualtime-scale for July extends up to 45� away from the equator and the global average cor-relation coe�cient is -0.7 (Fig. 5.6(b)). TRH explains more of the variance in OLRc over
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Figure 5.5: Calculated July mean TRH (%) for the ERA period. The contour interval is 10%.the interannual time-scale than over the seasonal cycle because temperature 
uctuationsare smaller from year to year than over a season. The correlation distribution is similarwhen setting p� to 250 hPa (not shown). Comparing Fig. 5.6 and Fig. 5.1 it is apparentthat TRH explains most of the OLRc variations at low latitudes while Ts is important inexplaining OLRc variations at high latitudes.Figure 5.7 shows the July OLRc sensitivity to TRH (dOLRc=dTRH) with mean TRH forgrid points where correlation is signi�cant at the 99.5% signi�cance level. The correspondingvalues calculated by the narrow-band scheme when RH between 100 and 1000 hPa isvaried in the tropical standard pro�le are also plotted (solid line). The scatter of pointsabout the narrow band calculated sensitivity are likely to be the result of OLRc sensitivityto temperature variations. The TRH parameter also cannot capture the changes in RHthroughout the atmosphere, introducing an additional source of error. Nevertheless, thesimulation captures the tendency for dOLRc=dTRH to be most negative in the regionswith the lowest mean TRH because the water vapour absorption bands are saturatingwith increasing RH (Fig. 5.3). The increased sensitivity of OLRc to TRH for the drierdescending regions of low TRH highlighted in Fig. 5.5 are important with regard to thewater vapour feedback for two further reasons: (a) The dry descending regions contain ahigh proportion of clear-skies and cover large areas of the tropics and, (b) radiative processesin these regions signi�cantly a�ect the total heating.
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Figure 5.6: LSQF correlation coe�cient for OLRc = aTRH+b from CLERA over (a) the seasonalcycle of 1985 and (b) for July over the ERA period.5.3 Height Dependent Variation of Relative Humidity andclear-sky OLRWhile Sec. 5.2.2 highlights the strong negative correlation between TRH and OLRc ,further experiments are necessary to quantify the e�ects of RH variation throughout theatmosphere. For this purpose, 5 additional experiments were undertaken whereby monthly-mean OLRc was calculated by the CLERA system using the 15 monthly-mean July �eldsfrom ERA. This di�ers from the reference version of CLERA used in the previous sectionwhich accumulated the monthly-mean OLRc from values calculated every 6-hours. Toassess the a�ect of RH variations on the OLRc , a control experiment was run using the15 monthly-mean ERA �elds. Perturbation experiments were subsequently run in whichspeci�c humidity was varied with ERA temperature to conserve ERA 15 year July mean
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Figure 5.7: LSQF sensitivity of clear-sky OLR calculated by CLERA to changes in TRH (Wm�2per %) with mean TRH for July, 1979 to 1993. Only grid points of signi�cant correlation above the99.5 % level are plotted. The solid line denotes the corresponding narrow band calculated sensitivitieswhen RH is varied between 100 and 1000 hPa for the tropical pro�le.RH at each grid point at speci�ed sigma (�) levels as de�ned in Table 5.1. The experimentsare described as follows:CTRh - Reference version of the CLERA simulation which used 6-hourly �elds toconstruct monthly-mean irradiance and allowed RH to vary throughout the atmosphere.CTRm - Control experiment in which RH was allowed to vary throughout the atmo-sphere. The only di�erence from CTRh is that monthly-mean input was used.CONRH - RH was prescribed throughout the atmosphere by the 15 year July meanvalue.UTRH - RH was allowed to vary only in the upper troposphere (see Table 1).MTRH - RH was allowed to vary only in the middle troposphere (see Table 1).LTRH - RH was allowed to vary only in the lower troposphere (see Table 1).Note that the labels are used for convenience and are most appropriate for the tropicaltroposphere; in the extra-tropics, much of what is labelled as \upper troposphere" lies inthe lower stratosphere.



CHAPTER 5. THE EARTH'S CLEAR-SKY RADIATION BUDGET 116Table 5.1: Description of the 5 experiments using the CLERA simulation that calculate Julymonthly-mean OLRc for the 15 years of the ERA period using monthly-mean ERA pro�les of Tand q. Experiment �-levels q(�) Approximate pressurelevels betweenwhich RH variesCTRm 1 to 31 ERA ALLCONRH 1 to 31 0:01RH(�)qs(T (�)) NONEUTRH 5 to 14 ERA 100 to 400 hPa5> � >14 0:01RH(�)qs(T (�)) (Upper Troposphere)MTRH 15 to 21 ERA 400 to 700 hPa15> � >21 0:01RH(�)qs(T (�)) (Middle Troposphere)LTRH 22 to 29 ERA 700 to 1000 hPa22> � >29 0:01RH(�)qs(T (�)) (Lower Troposphere)Where RH is held constant, the speci�c humidity (q) is calculated as:q(�) = 0:01RH(�)qs(T (�)); (5.3)where � denotes sigma-level height coordinate, RH(�) denotes the calculated 15 year Julymean RH at a given level and qs(T (�)) denotes the saturation speci�c humidity for theERA temperature of each level using an empirical form of the Clausius Clapeyron equation.At levels where RH is allowed to vary, ERA monthly-mean q(�) for the given year is used.Because of the non-linear dependence of OLRc on q and T , the global-mean OLRc frommonthly-mean pro�les (CTRm) is 1.8 Wm�2 less than the corresponding value for thereference version of CLERA which used 6 hourly calculations (CTRh) as shown in Table2. Experiment CTRm was thus necessary to ensure consistency between perturbation andcontrol experiments.5.3.1 Global-mean clear-sky OLR variabilityThe variability of the simulated OLRc can be characterised by its standard deviation(SDOLR) for the 15 years. Table 5.2 shows that the global-mean standard deviation fromCTRm is almost identical to that from CTRh, indicating that using monthly-mean inputdoes not a�ect the interannual variability. However, the global mean standard deviation forCONRH, where RH is constant, is roughly half that of CTRm in which RH varies. Where



CHAPTER 5. THE EARTH'S CLEAR-SKY RADIATION BUDGET 117RH is allowed to vary only in the upper, middle or lower troposphere, the standard deviationof OLRc is larger than for experiment CONRH showing that RH variations throughout thetroposphere a�ect the global-mean OLRc variability. For these three experiments, the OLRcstandard deviation for MTRH is the greatest and LTRH gives the lowest value. Thereforethe order of importance for global variation in OLRc due to tropospheric RH variations isthe middle, upper and then lower troposphere.The correlation between global-mean OLRc and Ts is not signi�cant at the 99.5 % levelfor experiment CTRh and CTRm. However, when RH is not allowed to vary (CONRH),a strong positive correlation of 0.85 is calculated with global-mean OLRc increasing at therate of 2.3 Wm�2K�1. Changes in RH act to mask the dependence of OLRc on Ts in aglobal-mean sense. When all 180 global monthly mean OLRc values are used from CTRh,and the seasonal cycle is �ltered out, a statistically signi�cant correlation at the 99.9 %level is attained (r=0.49) with a dOLRc=dTs of 2.1 Wm�2K�1. Thus changes in RH donot appear to greatly a�ect the dependence of OLRc on Ts, but merely the degree of linearcorrelation. The sensitivity of global-mean OLRc to Ts is similar to that inferred fromclimate models as discussed by Cess et al. (1990).
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CHAPTER 5. THE EARTH'S CLEAR-SKY RADIATION BUDGET 118correlation once the RH signal is removed. When considering years before 1985 the OLRc ,for a given Ts, is greater than for years after 1985 for experiment CONRH. An additionalrun with the CLERA simulation was performed whereby the well mixed greenhouse gaseswere set at July 1979 levels while all other parameters are as de�ned in CTRm for July1993. The global-mean OLRc di�erence due to changes in greenhouse gases over the 15 yearperiod are calculated as 0.5Wm�2 for the July 1993 pro�les. This is enough to explain theapparent decrease of OLRc at a given Ts in Fig. 5.8. When OLRc is adjusted to accountfor the increasing concentrations of greenhouse gases, the correlation between global-meanOLRc and Ts increases for all experiments.When only upper tropospheric RH is allowed to vary, in experiment UTRH, the sens-itivity of global-mean OLRc to Ts is greater than for experiment CONRH (Table 5.2).Conversely, when only lower or middle tropospheric RH are allowed to vary dOLRcdTs is lessthan for experiment CONRH. This suggests that upper tropospheric RH variations coun-teract the thermodynamic positive water vapour feedback while RH variations in the lowerand middle troposphere enhance the thermodynamic positive water vapour feedback. Us-ing a t-test (Freund (1976)), the values of dOLRc=dTs for experiments CONRH and UTRHare not signi�cantly di�erent at the 95% con�dence level. Therefore a longer data set isrequired to identify a negative feedback due to upper tropospheric RH . Thus, there is weakevidence that the negative water vapour feedback mechanism proposed by Lindzen (1990)may operate, but only in a small portion of the atmosphere. The remainder of the atmo-sphere appears to counteract the upper troposphere e�ect, causing the overall water vapourfeedback to be strongly positive and to be determined primarily by thermodynamics.Table 5.2: July global-mean clear-sky OLR and the global-mean standard deviation of OLRc(SDOLR) for CLERA experiments. LSQF sensitivity of global-mean OLR to global mean Ts and itscorrelation coe�cient is displayed in columns 4 and 5. ** denotes statistically signi�cant correlationat greater than the 99.5 % con�dence level. * denotes statistically signi�cant correlation at greaterthan the 95 % con�dence level.EXPERIMENT OLRc SDOLR LSQF dOLRdTs LSQF r for(Wm�2) (Wm�2) (Wm�2K�1) OLR = aTs + bCTRh 268.5 3.0 1.38 0.41CTRm 266.7 2.9 1.42 0.42CONRH 266.5 1.5 2.28 0.85**UTRH 266.6 1.9 2.46 0.81**MTRH 266.6 2.1 1.66 0.60*LTRH 266.5 1.7 1.93 0.76**
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Figure 5.9: Clear sky OLR Standard deviation (Wm�2) for July 1979 to 1993, plotted globallywhere (a) RH is allowed to vary (experiment CTRm) and (b) RH is held constant throughout theatmosphere (experiment CONRH). The contour interval is 1 Wm�2.Correlation between global-mean total column moisture (u) and Ts is strongly positivefor all experiments (r >0.8). The calculated sensitivity, du=dTs for experiment CTRm of3.3 kgm�2K�1 is signi�cantly greater than the value of 2.1 kgm�2K�1 calculated fromexperiment CONRH where moisture is directly coupled to temperature. Therefore thee�ect of allowing RH to vary increases the global-mean column water vapour sensitivity toglobal-mean Ts beyond the thermodynamic constraints. Because RH is strongly dependenton dynamics, this implies that the dynamic portion of the water vapour feedback enhancesthat of the thermodynamic water vapour feedback, at least in the lower troposphere wheremost of the column moisture resides.



CHAPTER 5. THE EARTH'S CLEAR-SKY RADIATION BUDGET 120The OLR standard deviation is plotted for experiments CTRm in Fig. 5.9(a) and CONRHin Fig. 5.9(b). The large SDOLR of greater than 3 Wm�2 is present in both experimentsfor high latitude regions (most especially Antarctica) where the variation of OLRc is moredependent on changes in temperature than on changes in RH. The largest reduction inthe SDOLR occur over ocean regions within about 30� of the equator, most especially inthe tropical central Paci�c and the region north of the Arabian Sea. As stated previously,changes in RH control OLRc variation over middle and low latitudes while Ts appears todominate the OLR variability over high latitude land regions.5.3.2 Height dependent RH variation and clear-sky OLRComparing standard deviations indicates the di�erence in variability over the 15 monthsbetween the experiments. However, a better measure of the fraction of OLRc variabilitydue to changes in RH is to consider OLRc anomaly di�erences between the control andperturbation experiments. Therefore the fraction of the OLRc anomaly (�OLR) due tochanges in RH may be calculated as follows for each grid point:fj = 1N NXi=1"(�OLRi;j ��OLRi;CONRH)�OLRi;CTRm #; (5.4)where i denotes year, N is the number of years and j denotes experiments UTRH, MTRH,LTRH or CTRm. Only grid points where j �OLRi;CTRm j>2 Wm�2 are considered, toincrease signal to noise ratio.Figure 5.10 shows f averaged over 1 K Ts bins over ocean regions only for changes in RHthroughout the troposphere (fRH), and for changes in upper, middle and lower troposphericRH calculated using Eq. 5.4. fRH is about equal to the sum of fUTRH, fMTRH and fLTRH .There is a rapid rise in fRH with Ts, with RH explaining nearly all of the variation in OLRcat temperatures of about 300 K. For temperatures below about 290 K, much of this OLRcdependence on RH is due to middle tropospheric RH variations. At temperatures greaterthan about 290K, changes in upper tropospheric RH become increasingly important as theydo for changes in lower tropospheric RH at temperatures above 295 K. fUTRH decreases attemperatures above about 300 K (mainly due to the tropical west Paci�c regions). Whilethe mid-tropospheric RH appears to be the dominant control on OLRc away from highlatitudes, the variations of RH throughout the troposphere contribute signi�cantly to OLRcvariability. When f is binned in land surface temperature intervals (not shown), values aregenerally lower than over the ocean. However, the importance of mid-tropospheric RH andthe rapid increase in f with Ts are both still evident.
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Figure 5.10: Fraction of clear-sky OLR anomalies due to changes in RH for 1K sea surfacetemperature bins calculated from experiments CTRm, CONRH, UTRH, MTRH and LTRH. Onlygrid points of clear sky OLR anomalies greater in magnitude than 2 Wm�2 are considered. Verticalbars denote one standard deviation about the mean value of f every alternate temperature bin forfRH and fLTRH to enhance the clarity.Figure 5.11(a) to (c) shows the global distribution of f for UTRH, MTRH and LTRHrespectively. Experiment MTRH explains a signi�cant amount of OLRc variability acrossmuch of the globe excluding Antarctica. This is especially so o� the west coast of SouthAmerica where middle tropospheric RH variations appear to exclusively control OLRcvariations. Global-mean fMTRH is 0.33 which implies that mid-tropospheric RH variationsaccount for, on average, about one third of the OLRc variation. fUTRH is generally above0.4 within about 40� of the equator and accounts for about 21% of the variation in clear-skyOLR variability. LTRH appears to contribute little to the OLRc variation (Fig. 5.11(c)).However, when averaged over the globe, about 11% of the OLRc variability is explained bychanges in lower tropospheric RH .5.3.3 Relative Humidity and the Super-greenhouse E�ectSection 5.2.1 shows a SGE to act over tropical ocean regions for the interannual time-scale. This is explained in terms of the change in the convective regime due to the ENSOcycle that are associated with changes in Ts. When RH is held constant, as in experimentCONRH, there are no regions exhibiting a statistically signi�cant SGE. This is consistentwith Hallberg and Inamdar (1993) who show that thermodynamics alone is not enough to
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Figure 5.11: Fraction of clear-sky OLR anomalies due to changes in (a) upper, (b) middle and (c)lower tropospheric RH over the interannual time-scale for July. Only grid points where clear-skyOLR anomalies are greater in magnitude than 2 Wm�2 are considered. The contour interval is 0.1



CHAPTER 5. THE EARTH'S CLEAR-SKY RADIATION BUDGET 123explain the SGE. Figure 5.12 shows dOLRc=dTs for experiments CTRm, CONRH, UTRH,MTRH and LTRH binned into 1 K intervals of Ts over the oceans. All ocean grid pointsare considered. Thus values at the highest Ts for CTRm di�er to those calculated over theinterannual time scale in Fig. 5.2(d) which removes regions of small variability in Ts (mainlyin the tropical warm pool region). The binned sensitivity for experiment CONRH rangesfrom between about 1.0 Wm�2K�1 in the tropics to about 1.9 Wm�2K�1 elsewhere. ASGE is not apparent in any of the Ts bins for experiment CONRH while a SGE appliesat sea surface temperatures above about 296 K for experiment CTRm albeit with a largescatter about the mean value for the bin. Allowing changes in RH for each layer resultsin a decreased dOLRc=dTs compared to the CONRH experiment such that the following istrue:��dOLRcdTs �CTRm � �dOLRcdTs �CONRH� = 3Xj=1 "�dOLRcdTs �j � �dOLRcdTs �CONRH# ; (5.5)where j denotes experiments UTRH, MTRH or LTRH. A decrease in dOLR=dTs at highTs for experiment CONRH shows that thermodynamics contributes to producing SGE situ-ations because over the tropical oceans, OLRc is essentially decoupled from Ts. This is dueto the large column moisture and therefore a small Tr term in Eq. 3.7. Allowing RH tovary only in the lower troposphere in experiment LTRH results in a similar dOLR=dTs toexperiment CONRH. However for experiments MTRH and UTRH, dOLR=dTs is signi�c-antly lower at high sea surface temperatures. Thus it is mainly the changes in upper andmiddle tropospheric RH that cause SGE situations to occur. Similar conclusions have beendrawn from other studies (e.g. Hallberg and Inamdar (1993)).5.4 DiscussionA simulation of the Earth's clear-sky longwave radiation budget is used to examinethe dependence of OLRc on surface and atmospheric temperature and relative humiditythroughout the troposphere. Changes in Ts appear to dominate the OLRc variation at highlatitudes, especially over the land regions, while over low latitudes, changes in troposphericRH appear to control OLRc variability. Globally, tropospheric RH explains a larger pro-portion of OLRc variation over an interannual time-scale than over the seasonal cycle. Thisis because for a given change in RH variations in Ts are less over the interannual time-scalein all but the tropics.A SGE is identi�ed over both the seasonal and interannual time scales at the top ofthe atmosphere. A strong surface SGE is also identi�ed over the seasonal cycle and overthe interannual time-scale over tropical ocean regions. A SGE also acts in the atmosphere
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Figure 5.12: LSQF clear-sky OLR sensitivity to changes in Ts over the oceans (Wm�2K�1) forJuly 1979 to 1993 calculated in 1 K Ts bins for experiment CTRm, CONRH, UTRH, MTRH andLTRH. Vertical bars denote one standard deviation about the mean value of dOLRc=dTs and areplotted for experiments CONRH and CTRm only for reasons of clarity.over the seasonal cycle for the warmest ocean regions, contrary to previous suggestions (e.g.Lubin (1994), Inamdar and Ramanathan (1994)). WhenRH is held constant or only allowedto vary in the lower troposphere, no statistically signi�cant SGE results. However, whenupper or mid-tropospheric RH are allowed to vary, a SGE is identi�ed over the interannualtime-scale. The necessary change in RH is provided only when a change in Ts is associatedwith a transition between strong and weak convection. This may only occur where ascentis imposed by the large-scale circulation (Bony et al. (1997b)). Over the seasonal cycle,the shift in the Hadley circulation imposes such a transition in the tropics (although awayfrom the equator) which corresponds with the regions exhibiting a SGE. On the interannualtime-scale, the shift in the Walker circulation associated with ENSO is su�cient to alter thedegree of convection in the tropical Paci�c necessary to produce a SGE situation. Becausethe SGE mainly constitutes an unstable radiative feedback to the surface (Inamdar andRamanathan (1994)), stabilising mechanisms such as shortwave cloud radiative feedbacks,evaporative feedbacks and heat export to the extra tropics are required to prevent a localrunaway greenhouse e�ect from operating (Pierrehumbert (1995)). This is discussed furtherin Chapter 6.The sensitivity of OLRc to TRH is most negative in regions of low TRH . This can beexplained by the saturation of the water vapour absorption bands with increasing RH . Inall but the most moist regions, OLRc is most sensitive to a given RH variation if that



CHAPTER 5. THE EARTH'S CLEAR-SKY RADIATION BUDGET 125change is in the upper troposphere; Spencer and Braswell (1997) use this result to arguethat upper tropospheric RH is highly important for climate change. However, because RHvariations in the upper troposphere are generally associated with larger changes in RHat lower levels, the importance of upper tropospheric RH with regard to the OLRc mayhave been overstated. Because the ERA RH variations are greatest between about 600and 800 hPa, the middle tropospheric RH contributes most to OLRc variability over theinterannual time-scale. This is supported by previous analyses (e.g. Clough et al. (1992),Sinha and Harries (1997)). By allowing RH to vary only in either the upper, middle or lowertroposphere, it is shown that the middle troposphere (about 400 to 700 hPa) contributesabout one third of the OLRc variability. The upper and lower troposphere contributeabout 21% and 11% respectively. Therefore RH throughout the troposphere contributessigni�cantly to OLRc variation. Changes in surface and atmospheric temperature accountfor the remaining 35% of the variability. There is weak evidence in support of a negativewater vapour feedback, as suggested for example by Lindzen (1990)), although this is onlythe case for the upper tropospheric RH variations; changes in RH at lower levels of thetroposphere counteracts this e�ect, resulting in an overall positive contribution from RHvariations to the water vapour feedback. The results presented are relevant for interannualvariation between Julys. Therefore conclusions are relevant for the interannual variabilitydue to changes in the large scale circulation for this month. For example, changes in theAsian monsoonal circulation may be signi�cant in dictating the variability of RH betweenJulys. The profound link between clouds and water vapour also render the present studyincomplete with regard to the overall response of the climate system to a radiative forcing.For the experiments undertaken, changes in RH do not appear to signi�cantly alter therelationship between global-mean OLRc and Ts, but merely decrease their linear correlation.While information concerning the sensitivity of the Earth's radiation budget to observedchanges in surface and atmospheric parameters yields valuable information as to the mech-anisms acting in the climate system, climate model experiments are required to performrelevant climate sensitivity calculations. Unfortunately these studies themselves are limitedby the potential inability of the model to parameterize accurately the moist convection soimportant in determining the water vapour and cloud feedbacks. Therefore it should bea pre-requisite that climate models can reproduce the sensitivities and variability that areprovided by observations and simulations such as the present study.A major limitation of the CLERA simulation is the reliance on the numerical modelcalculations used in the ERA project. This is especially true of the upper troposphereand the dry descending oceanic `deserts' where observational data is limited. Hence a



CHAPTER 5. THE EARTH'S CLEAR-SKY RADIATION BUDGET 126large uncertainty is attached to ERA humidity and its variability in these regions. Theinference of the present study, that OLRc variability is dependent mainly on RH variationsin the middle troposphere as opposed to the upper troposphere, is therefore dependenton the validation of ERA humidity variability, most especially in these dry regions of theatmosphere. The dry descending regions of low TRH are likely to be important withregard to the water vapour feedback. Not only is OLRc most sensitive to TRH variationsin these regions but, unlike the moist tropics the cloud amount is small thus increasingthe importance of clear-sky feedbacks. Also, the radiative cooling is a dominant diabaticterm in the descending portions of the Hadley circulation. Thus in understanding theclimate system and the water vapour feedback, attaining robust observations of humidityin these regions must be paramount. By testing the ability of climate models to capturethe variability of moisture and the associated variability in the clear-sky greenhouse e�ectover su�ciently long time-scales con�dence can be increased in prediction of future climatechange.



Chapter 6TOP OF ATMOSPHEREALL-SKY IRRADIANCEVARIABILITY6.1 IntroductionOne of the largest uncertainties in current predictions of future climate is the treatment ofthe cloud feedback (IPCC (1996)). This uncertainty lies not only in the parameterizationsof cloud radiative processes (e.g. Stephens (1984)), but also in our limited understanding ofthe processes that control cloud distribution and micro-physical properties (e.g. J. M. Slingo(1980)). To accurately model the e�ect of clouds on future climate, an adequate representa-tion of the relevant feedback process must be implemented. A su�cient level of complexityin cloud distribution and properties are required if questions relating to the sign and mag-nitude of the cloud feedback in the climate system are to be answered. Many studies haveshown the general circulation and the climate response to greenhouse gas forcing to be sens-itive to the parameterizations of cloud distribution and properties implemented (e.g. Slingoand Slingo (1988), Mitchell et al. (1989)). However, information provided by climate modelsis of use only if these parameterizations provide realistic approximations to the observedvariability of cloud radiative and dynamical processes. A primary aim of this chapter isto provide estimates of the variability of cloud radiative e�ects and their dependence onatmospheric and surface parameters that may be subsequently used to test the pro�ciencyof climate models.There have been many attempts to investigate the in
uence of cloud amount and prop-erties on the Earth's climate, an early assessment being by Schneider (1972). There are127



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 128generally two main approaches used. Firstly, model parameterizations of cloud propertiesare used to assess the potential in
uence or to simulate feedbacks introduced by clouds inresponse to a climate perturbation such as greenhouse gas induced warming (e.g. Slingo(1990)). Such studies depend on the accurate parameterization of cloud properties anddistribution (e.g. J. M. Slingo (1987)). Inter-model evaluation and comparison of cloud ra-diative forcing with satellite radiation budget results are subsequently required to validatethe climate models (e.g. Cess et al. (1997)). A second type of experiment uses observationsof both cloud amount and irradiance at the top of the atmosphere to quantify the e�ectof changes in cloud amount or properties with space and time on the Earth's radiationbudget (e.g. Ringer and Shine (1997)). While this provides direct correlations betweencloud variables and the radiation budget, the dependence of cloud amount and propertieson atmospheric and surface properties must also be assessed for a quantitative understand-ing of the cloud feedback to climate. An alternative method is to use observed satelliteradiation data to investigate the in
uence of atmospheric variables on cloud properties andthe cloud radiative forcing (e.g. Weare (1995), Raval et al. (1994)). The present workuses this approach to quantify the Earth's radiation budget variability due to changes incloud amount/properties. ECMWF re-analysis (ERA) parameters are used in conjunctionwith Earth Radiation Budget Experiment (ERBE; Barkstrom (1984)) satellite observationsfor this purpose. The simulation of the clear-sky longwave radiation budget described inChapter 2 (Slingo et al. (1998)) provides estimates of clear-sky outgoing longwave radiation(OLRc) required to calculate the longwave cloud radiative forcing that are derived from andtherefore consistent with the ERA data.As discussed in Chapter 3 there are two e�ects of clouds on the clear-sky feedbacks cal-culated from climate model experiments (e.g. Cess et al. (1990)) or inferred observationally(e.g. Raval and Ramanathan (1989)). Firstly, the mere presence of cloud modi�es the clear-sky radiative feedbacks even without changes in cloud properties or distribution. However,potentially the larger in
uence on climate feedbacks is the response of cloud amount andproperties to the variations in surface and atmospheric parameters associated with thechanging climate. The present study aims to explain the cloud in
uence on the radiationbudget in terms of these two mechanisms. A key question to be addressed is, how do cloudsin
uence the variability of the Earth's radiation budget and to what extent is the cloudradiative impact associated with 
uctuations in temperature and humidity? This extendsthe analyses of Raval et al. (1994) and Bony et al. (1997b) who use the ERBE satelliteradiation budget data in these calculations over ocean grid-points only. Of interest are theregions that experience a clear-sky super-greenhouse e�ect (SGE) as discussed in Chapter5 (see also Hallberg and Inamdar (1993)).



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 129A novel approach of the present study is the use of simulated OLRc to calculate the cloudlongwave radiative forcing as opposed to the ERBE estimates. The motivation behind thisis twofold. Firstly the clear-sky 
uxes estimated by satellite are limited in their spatial andtemporal coverage and are prone to cloud contamination of clear-sky scenes (e.g. Slingoand Webb (1992)). Secondly the satellite method of deriving clear-sky 
uxes is inconsistentwith that calculated diagnosticly by climate models, as discussed in Chapter 1 (see alsoCess et al. (1992)). Also the satellite clear-sky sampling di�ers in spatial and temporalextent to operational analyses, which are relevant for all-sky conditions, that are oftenused in conjunction with the satellite clear-sky 
uxes (e.g. Raval et al. (1994), Bony et al.(1997a)). A limitation to the present study is that errors in temperature and humiditygiven by ERA will a�ect the simulated OLRc and therefore the calculated cloud longwaveradiative forcing. Thus an additional aim of this chapter is to highlight errors within andinconsistencies between the simulated OLRc, the ERA data and the ERBE data.The data sets employed in the present study are described in the following section. Section6.3 attempts to quantify the irradiance variability on seasonal and interannual time-scalesboth globally and locally. The use of simulated OLRc is critically assessed by comparisonwith corresponding ERBE values in Sec. 6.4. Sections 6.5 and 6.6 present analyses of theradiation budget variability and its dependence on temperature and humidity 
uctuations.Conclusions are drawn in the �nal section.6.2 Method and DataThe Earth Radiation Budget Experiment consisted of instruments on two sun-synchronouspolar orbiting satellites (NOAA-9 and NOAA-10) and a 57� medium inclination orbitingsatellite (ERBS) which combined to provide estimates of the monthly mean top of at-mosphere irradiance (S-4 archive as described by Barkstrom et al. (1990)). All satellitescarried identical instrument packages (see Ringer (1994)) and the data were provided on a2.5� latitude-longitude grid from February 1985 to January 1990. The most comprehensiveERBE data sets were provided by the scanner measurements on each satellite. The ERBSand NOAA-9 satellites worked in unison between February 1985 and January 1987, afterwhich the NOAA-9 scanners failed. The NOAA-10 scanners operated between September1986 and May 1989 after which only the ERBS data was collected. Thus, all three satellite-scanners were operational for the limited period between September 1986 and January 1987.While both NOAA-9 and NOAA-10 were in sun-synchronous orbits, their nominal equatorcrossing times di�ered slightly and so this must be considered when interpreting the ERBEdata. Wide Field of View (WFOV) estimates of the radiation budget were also installed



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 130on the ERBS satellite, and these provide a longer time series of irradiance although this isof value only at low latitudes (e.g. Minnis et al. (1993)). Thus the present study uses theERBE monthly mean data from the scanner instruments.The simulation of Clear-sky Longwave radiation from the ECMWFRe-Analysis (CLERA)is described in Chapter 2 (see also Slingo et al. (1998)). Monthly mean simulated OLRcfor the period 1985 to 1990 is used in the present study in conjunction with ERBE obser-vations of the all-sky monthly-mean irradiance at the top of the atmosphere. To maximisethe spatial coverage of cloud radiative forcing, the longwave and shortwave components areestimated in the following manner. The longwave cloud radiative forcing (LWCF ) is calcu-lated by subtracting ERBE all-sky OLR from the OLRc simulated by CLERA. This methodallows a greater spatial coverage compared to ERBE-derived longwave cloud radiative for-cing and is consistent with the `Method II' technique used in climate model studies (Cessand Potter (1987); discussion in Chapter 1). However, shortcomings in the ERA �elds andthe radiative transfer calculations are likely to introduce new errors. Rather than use theERBE shortwave cloud radiative forcing (SWCF ) products which su�er from limited spa-tial coverage, ASR is used to assess information on the shortwave e�ects of clouds. Changesin ASR are also in
uenced by changes in surface albedo, which will be large in regions oftemporary snow or ice cover, and also by changes in aerosol optical depth. Therefore in suchregions changes in ASR will not be a good approximation for SWCF . The large seasonalchanges in insolation, most especially at high latitudes, also render estimates of SWCFvariability prone to mis-interpretation. However, ERBE shortwave cloud forcing productscontain missing data for part or all of the time period assessed for latitudes greater thanabout 45� and the identi�cation of clear-sky scenes over regions of snow or ice is also proneto error (Nemesure et al. (1994)) and are unlikely to increase the information concerningchanges in SWCF signi�cantly.To obtain information concerning cloud feedbacks and to assess the e�ect of clouds onthe sensitivity of the Earth's radiation budget to surface and atmospheric parameters, themethod of least squares �t linear regression (LSQF) (e.g. Freund (1976)) was utilised asin Chapter 5. Grid points containing missing satellite data for any monthly mean usedin the calculation were excluded from the analysis so that the same temporal coverage isapplied. Because the satellite data provided only 4 years of global coverage (1985 to 1989),calculating LSQF regression over an interannual time-scale for a particular month containsa rather small sample size to obtain meaningful statistics. Thus interannual calculationsused all January, April, July and October monthly means and �lter out the seasonal cycleby calculating anomalies from the 4 year mean of that particular month, rather than from



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 131the mean of all months. An interannual anomaly (X 0) where X is a generic variable suchas OLR, was calculated thus: X 0ij = Xij � 1N NXj=1(Xij); (6.1)for month i and year j and where N denotes the number of years. For the interannualtime-scale, the sample size is 16 for which a statistically signi�cant correlation at the 95 %con�dence level requires a correlation coe�cient, r, of greater magnitude than 0.5. Thiscompares with the 12 month annual cycle where a statistically signi�cant correlation requiresa magnitude of r greater than 0.58.6.3 Seasonal and Interannual Irradiance VariabilityTo characterise the variability of the CLERA and ERBE top of atmosphere irradiance,the standard deviation (SD) is calculated over the seasonal cycle for each grid point:SDX =vuut 112 12Xi=1(Xi �X)2; (6.2)where X denotes the irradiance quantity (e.g. OLR) and i denotes the month of the year.An over-bar denotes the time-mean of the given variable. Standard deviation over theinterannual time-scale is calculated as:SDX =vuuut 1N N=4Xi=1 4Xj=1(Xij �Xj)2; (6.3)where N denotes the number of monthly means used, i denotes the year since 1984 and jdenotes the month. Also calculated is the SD of the global mean irradiance (SDX) for thetwo time scales considered. Table 6.1 presents the calculated standard deviation and meanirradiance for the seasonal cycle of 1988 and for the interannual time scale for the ERBEperiod.(a) Global MeansFor all monthly means considered, the LWCF is calculated to range between about 25and 32 Wm�2 which includes values lower than the range 30.1 to 32.2 Wm�2 for January,April, July and October 1985 calculated by ERBE (Harrison et al. (1990)). The variabilityof global mean clear-sky and all-sky OLR, LWCF and ASR between February 1985 and May1989 are presented in Fig. 6.1. The strong annual cycle in OLRc is evident, with a maximumduring the northern hemisphere summer. This is caused mainly by the contribution of the



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 132Table 6.1: Mean Irradiance and Standard Deviation calculated using ERBE and CLERA data overthe seasonal cycle of 1988 and the interannual time-scale for the ERBE period. SDX denotes themean standard deviation of the irradiance variable, X, averaged over all grid points, while SDXdenotes the standard deviation of the global mean X.Time scale X Mean SDX SDX(Wm�2) (Wm�2) (Wm�2)Seasonal1988 OLRc 263.9 10.1 3.3OLR 236.6 16.3 2.7LWCF 27.3 9.4 0.8ASR 240.8 67.1 4.3Interannual(1985- OLRc 263.4 2.9 0.51989) OLR 235.4 7.1 1.4LWCF 27.9 5.8 1.1ASR 240.5 9.1 1.1NET 5.1 6.5 0.9northern hemisphere land masses which undergo a large change in Ts. This annual cycleis also seen in the global-mean ERBE all-sky OLR, although there is more scatter for eachmonth than for the OLRc. This scatter represents a residual variability which, providingerrors in OLR and OLRc are small, represents the e�ects of cloud variability on OLR. Thecalculated scatter of LWCF for each month is of the order 4 Wm�2, although there alsoappears to be a systematic change in LWCF over the seasonal cycle with a maximumapparent in May.The standard deviation of global mean values (Table 6.1) show clear-sky and all-sky OLRseasonal variability to be of similar magnitude while the OLR variability due to clouds isless. This is because the changes in Ts over the course of a year are large and cause theclear-sky component of OLR to be the dominant mode of longwave irradiance variability.This is not the case for the interannual time-scale where changes in global mean Ts are muchsmaller than over the seasonal cycle. The interannual variability of OLR is greater than forOLRc as inferred from the interannual standard deviations displayed in Table. 6.1. This ishighlighted by plotting the time evolution of the interannual anomalies for ERBE OLR (solidline) and for CLERA OLRc (dotted line) in Fig. 6.2. The anomalies are �ltered by averagingover four months, thus removing intraseasonal variability. However, much of the interannualvariability of ERBE OLR is determined by a rapid change of greater than 2Wm�2 between
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Figure 6.1: Global monthly-mean CLERA clear-sky OLR, ERBE all-sky OLR, CLERA-ERBEinferred longwave cloud radiative forcing (LWCF ) and ERBE absorbed solar radiation at the top ofthe atmosphere (ASR) between February 1985 and May 1989, plotted for each month of the seasonalcycle (January to December). Units are Wm�2.negative anomalies before January 1987 to positive anomalies afterwards. A shift of smallermagnitude and opposite sign is also observed in the ASR interannual monthly anomalies(not shown). It is postulated that some of this variation may be arti�cially introducedby the changes in satellite combinations from the NOAA-9 to the NOAA-10 combinationwith ERBS that occurs at this time. To remove this potential error, the ERBS OLR wasconsidered separately (dot-dashed line) which covers the 60� S to 60� N region. A shift fromnegative to positive ERBS OLR anomalies occurs at approximately the same time as theshift in anomalies shown by the ERBE data, although the magnitude change is less thanhalf that of ERBE OLR and is of similar magnitude to the interannual 
uctuations of thesimulated OLRc . Wide Field of View data sampled within 40� of the equator also shows asimilar magnitude shift in OLR anomalies as the ERBS data at this time, although it is smallcompared to the perturbations associated with the eruption of Mt. Pinatubo (IPCC (1995)[p.187, after Minnis et al. (1993)]). Nevertheless, this suggests that the perturbation to theradiation budget is physically based, for example associated with the 1987 ENSO event.However, the magnitude of the change in OLR anomalies appears to be overestimated bythe ERBE data due to the change in satellite combinations. Thus the interannual variabilityin global-mean OLRc is likely to be of greater importance in determining the all-sky OLRvariability than is indicated by considering the interannual standard deviations in Table 6.1.
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Figure 6.2: Global-mean interannual monthly anomalies of CLERA clear-sky OLR (dotted line),ERBE all-sky OLR (solid line) and ERBS all-sky OLR (dot-dashed line) from 1985 to 1989. Yearlabels coincide with January. Units are Wm�2.(b) Global distribution of variabilityThe mean variability of all grid points, as denoted by SDX in Tab. 6.1, is signi�cantlygreater for all-sky OLR than for clear-sky OLR over the seasonal cycle. This is not the casewhen considering the variability of global mean values (SDX). While the e�ects of cloudsact to increase the OLR variability locally, as a global-mean the distribution of changes incloud amount and properties in
uence the global mean OLR variability only slightly (i.e.SDLWCF is small). This is because increases in LWCF are cancelled to a certain extentby decreases in LWCF in other regions due to shifts in the large scale circulation. Also thepresence of a cloud layer (especially at higher altitudes) will diminish the OLR variationthat is due to changes in surface and near-surface temperature. This is highlighted byconsidering Fig. 6.3: the OLR variability over high latitude land regions, which experiencelarge perturbations to surface and near-surface temperature over the period of a year, aregenerally higher for clear-sky conditions than for all-sky conditions. The reverse is trueat low latitudes. Figure 6.3(c) shows double peaks in LWCF variability separated by theequator where SDLWCF is small. This may be explained by considering that the largestchanges in convective regime over the seasonal cycle occur on the pole-ward extremities ofthe ITCZ as it migrates latitudinally throughout the year. The monsoon regions of India



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 135and Australia, where seasonal changes in humidity and cloud amount are consequentlylarge, also exhibit large variability in OLR.Figure 6.4 shows that the standard deviation of OLRc is a small fraction of the all-skyvalues over much of the globe for the interannual time scale. LWCF appears to account formuch of the interannual variability in all-sky OLR in all but high latitude regions and overthe dry descending regions of the Hadley circulation. The double peaks in OLR variabilitydue to clouds present in the seasonal time scale (Fig 6.3) are not present for the interannualtime scale because the position of the ITCZ shows little variability between years. Thelargest OLR variability is centred on the equator at 180�. This results from the largechanges in convective regime associated with the 1987 to 1988 ENSO cycle.The largest LWCF variability over the interannual time-scale is over the tropical centralpaci�c (Fig. 6.4(c)), while the corresponding variability maximum over the seasonal cycleappears to be within 30� of the tropics although excluding the dry descending regions ofthe Sahara and the ocean westwards of southern Africa and South America (Fig. 6.3(c)).The areas of high SDLWCF correspond to SGE regions characterised over both time scalesin Chapter 5. The regions displaying the largest variation in LWCF are caused by thesubstantial changes in convective regime, and hence degree of cloudiness, that are associatedwith the latitudinal shift in the Hadley circulation over the seasonal cycle and with theshift in the Walker circulation over the interannual time scale. The zonal mean standarddeviation for clear-sky OLR, all-sky OLR, ASR and NET for the interannual time scaleis shown in Fig. 6.5. The largest zonal mean standard deviation is that of ASR with amaximum of 13 Wm�2 at 2.5� N. All-sky OLR standard deviation at low latitudes is alsolarge with a maximum of nearly 12 Wm�2 at the same latitude. However, because of thecompensating longwave and shortwave radiative e�ects of clouds (e.g. Ramanathan andCollins (1991), Kiehl (1994)), the standard deviation of net radiation at the top of theatmosphere at low latitudes is much smaller (about 6 to 7 Wm�2). Over mid-latitudes,the variability of all-sky OLR is much smaller than ASR. The standard deviation of netradiation is close to that of ASR implying that much of the variability of the radiationbudget at higher latitudes is explained by changes in ASR, which is in turn explained bychanges in shortwave cloud radiative forcing and changes in surface albedo. The zonal meanstandard deviation of OLRc is generally between about 3 to 4 Wm�2 which is about halfof the net radiation standard deviation. The OLRc appears to contribute about 30% to thevariance in net radiation.
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Figure 6.3: Standard deviation (in Wm�2) for (a) ERBE all-sky OLR, (b) CLERA clear-sky OLRand (c) CLERA-ERBE inferred longwave cloud radiative forcing over the seasonal cycle of 1988.
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Figure 6.4: Standard deviation (inWm�2) for (a) ERBE all-sky OLR, (b) CLERA clear-skyOLR and (c) CLERA-ERBE inferred longwave cloud radiative forcing over the interannualtime-scale between 1985 to 1989.
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Figure 6.5: Zonal mean of the standard deviation of CLERA clear-sky OLR and ERBE all-skyOLR, absorbed solar radiation and net radiation at the top of the atmosphere over the interannualtime-scale between 1985 to 1989. Units are Wm�2)6.4 Clear-sky OLR di�erences between ERBE and CLERATo quantify the radiative e�ects of clouds and their variability, it is necessary to derivea clear-sky component of the observed or modelled irradiance. In Chapter 1, two mainmethods of deriving clear-sky irradiance were described, the �rst being to sample only forregions deemed to be clear (e.g. Cess and Potter (1987)). This is essentially the techniqueused by ERBE, although the spatial and temporal averaging techniques required complicatethe procedure (Brooks et al. (1986)). The second method, conventionally used in climatemodel studies, is to calculate the clear-sky irradiance globally as a diagnostic parameterby setting cloud amount to zero. This is consistent with OLRc simulated by CLERA. TheERBE technique is potentially prone to contamination of clear-sky observations with cloud(e.g. Weare (1995)). Also the changes in clear-sky irradiance using the ERBE data areinconsistent with atmospheric parameters derived by re-analyses such as the ERA data,because these do not separate clear and overcast conditions. Thus inferring changes inERBE clear-sky irradiance associated with changes in all-sky parameters (e.g. Raval et al.(1994)) potentially incurs errors due to the cloud contamination problem and also theinconsistent use of clear-sky and all-sky parameters. Therefore it is of value to compareestimates of the sensitivity of OLRc to changes in Ts andRH using both ERBE and CLERA.



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 139
Figure 6.6: LSQF correlation between CLERA-ERBE OLRc di�erences and Ts over the seasonalcycle of 1987. Grid points that contain missing monthly mean ERBE clear-sky OLR data for any of1987 are discarded. Signi�cant correlation at the 95% con�dence level is attained where j r j > 0.58.6.4.1 Surface temperatureThe general pattern of correlation for CLERA OLRc shown in Chapter 5 is reproduced byERBE (not shown). The di�erence between ERBE and CLERA is highlighted in Fig. 6.6 byplotting the correlation between CLERA minus ERBE OLRc di�erences (�OLRc) and Ts.Regions displaying a negative correlation between �OLRc and Ts also correspond loosely tothe SGE regions identi�ed in Chapter 5. This may be explained by considering that SGEregions are explained by the signi�cant change in convective regime associated with changesin Ts (Bony et al. (1997b)). Because CLERA OLRc tends to be less than ERBE values overconvective regimes, and the opposite is generally true over subsiding regimes (e.g. Slingoet al. (1998)), a strengthening of convective regime associated with increased Ts will lead toa decrease in �OLRc. Thus the ERBE observed clear-sky SGE appears too weak comparedto that simulated by CLERA; this is supported by observational evidence in the tropicalPaci�c (Valero et al. (1997)).A positive correlation between �OLRc and Ts is present over Saudi Arabia and the Sahara.This is consistent with the surface emissivity (�s) being signi�cantly less in these regions thanthe value of 1.0 prescribed by ERA, which will therefore cause an overestimate in CLERAdOLRc/dTs. An apparent overestimate of CLERA OLRc of order 10 Wm�2 is presentthroughout the year for this region. Slingo et al. (1998) performed sensitivity calculationsusing the CLERA simulation system and found this disparity to be consistent with thesimulated minus observed di�erence in �s. Errors in ERA Ts, while being signi�cant with



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 140regard to the OLRc in this region, were found by Slingo et al. to be of the wrong signto explain the OLRc di�erences in winter months. Although prescription of unit �s mayexplain the simulated OLRc overestimation in the Sahara, errors in the ERBE detection ofcloud cannot be discounted as an alternative explanation and requires further investigation.This is beyond the scope of the present study however.6.4.2 Relative HumidityThe positive correlation between �OLRc and Ts over regions experiencing large changes inconvective regime suggest that the large changes in RH also experienced may be importantin determining the nature of the OLRc disparity. The regression between OLRc and 200to 800 hPa column mean RH was carried out for CLERA, ERBE and the CLERA-ERBEdi�erence (�OLRc) for the seasonal and interannual time scales. For each regression, onlygrid points containing data for the entire period were considered. A strong negative correla-tion within 30� of the tropics for CLERA OLRc is similar to the pattern calculated for 1985in Chapter 5. The area covered by signi�cant negative correlation between OLRc and RHis smaller for ERBE than CLERA (not shown). The reduced correlation may be due to apoor representation of humidity variations by ERA. To explore the nature of the disparityit is instructive to calculate the regression between the di�erences in OLRc between ERBEand CLERA and the RH (Fig. 6.7) With decreasing column-mean RH , �OLRc becomesmore positive. Again, this is consistent with the known negative ERBE OLRc bias oversubsiding regions and the positive bias over convective regions (Slingo et al. (1998), Collinsand Inamdar (1995)). Similar results are drawn by plotting the interannual correlation(not shown) although the OLRc di�erence shows even stronger correlation with RH , mostespecially over the tropical warm pool.Figure 6.8 shows the calculated dOLRc=dRH for CLERA and ERBE, and also the sens-itivity of the ERBE-CLERA OLRc di�erence to changes in RH (d(��OLRc)dRH ), for 5% bins ofmean RH over the seasonal cycle of 1988. One standard deviation about the mean for eachbin is plotted as an error bar. CLERA dOLRc/dRH is signi�cantly more negative, typicallyby about 0.2 Wm�2 per %, than that of ERBE for all values of RH . This di�erence iseven larger, about 0.3 to 0.4 Wm�2 per %, over the interannual time scale (not shown).To explain this result, the seasonal changes in �OLRc are considered for the region 65 to75� E and 10 to 30� S. Fig. 6.9 shows the change in �OLRc to be negatively correlatedwith 450 hPa RH . Between June and August CLERA OLRc is of order 2 Wm�2 greaterthan that of ERBE. The reverse is true at other times of the year with CLERA OLRcbeing 5 Wm�2 less than ERBE values in March. While the OLRc di�erence is generallywithin the estimated ERBE error of �5 Wm�2 the trend highlights two mechanisms acting
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Figure 6.7: LSQF correlation between CLERA-ERBE OLRc bias (�OLRc) and 200 to 800 hPacolumn mean RH over the seasonal cycle of 1988. Grid points that contain missing monthly meanERBE clear-sky OLR data for any of 1988 are discarded. Signi�cant correlation at the 95% con�d-ence level is attained where j r j > 0.58.that e�ectively reduce the OLRc response to changes in RH given by ERBE compared toclimate models. Firstly, the positive �OLRc when RH is low may be explained by cloudcontamination of ERBE clear-sky 
uxes which are believed to cause an underestimationin ERBE OLRc (e.g. Slingo and Webb (1992)). Secondly, the negative �OLRc when RHis high can be ascribed to the di�erent temporal and spatial sampling of clear-sky 
uxesbetween ERBE and CLERA. Because ERBE preferentially samples lower RH than thatgiven by ERA which samples RH for clear and cloudy conditions, ERBE appears not toreproduce as low values of OLRc compared to the simulated values. The over active ITCZin ERA (Kallberg (1997)) may alternatively explain the change in �OLRc over the seasonalcycle. However, the positive ERBE OLRc bias for regions of high RH and negative OLRcbias for when RH is low is also reproduced in the tropics using di�erent sets of analyses(Ho et al. (1998)). The previous explanations therefore appear to explain why the OLRcvariability as given by ERBE is less than that given by CLERA for the given variation ofERA RH .An increase in the likelihood of scene mis-identi�cation with decreasing humidity for theregions of low RH is likely to explain the increased d(��OLRc)=dRH shown in Fig. 6.8.Consider a convectively suppressed region of low free-tropospheric RH . If low-altitudecloud is present, the high transmission of longwave radiation through the dry atmosphereabove the cloud top may cause mis-identi�cation of clear-skies by the ERBE cloud detection
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Figure 6.8: LSQF dOLRc=dRH for CLERA, ERBE and the ERBE-CLERA OLRc bias (��OLRc)for 5% bins of RH for the seasonal cycle of 1988. One standard deviation about the mean is plottedfor each bin as an error bar and are displayed to highlight the statistical scatter associated with thecalculated sensitivity rather than the physical uncertainty associated with the models and data. Onlyregions for which r < -0.75 for all three regressions are considered.algorithm. For regions of high humidity, the di�erent methods of de�ning OLRc betweenERBE and CLERA explain the disparity. Because ERA parameters, including RH , areassimilated for all-sky conditions, the inconsistency with ERBE clear-sky products suggestthat it is of more relevance to utilise the CLERA irradiance products in the present study.In validating the simulated OLRc and its variability using the ERBE clear-sky products,the irradiance for the RH as sensed by ERBE clear-sky scenes must be considered andattempt must be made to remove cloud contamination biases.6.5 All-sky Irradiance Sensitivity to Surface TemperatureThe presence and variability of cloud amount and properties contribute to the variabilityof the Earth's radiation budget signi�cantly, as discussed in Chapters 1 and 3. Section 6.3characterised the top of atmosphere radiation budget variability by calculating the seasonaland interannual irradiance standard deviations. The purpose of this section is to build onthis analysis by ascertaining how the presence and variability of cloud a�ects the clear-skyirradiance sensitivity to changes in ERA Ts. The clear-sky longwave analysis presented inChapter 5 is extended by using the ERBE all-sky irradiance in conjunction with the OLRcsimulated by CLERA, in particular assessing how the longwave and shortwave cloud e�ectsin
uence the SGE situation.
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Figure 6.9: Changes in (a) CLERA minus ERBE OLRc and (b) ERA 450 hPa RH over theseasonal cycle of 1988.6.5.1 Seasonal CycleFigure 6.10 shows the correlation coe�cient for ERBE all-sky OLR (top) and CLERA-ERBE inferred LWCF (bottom) with Ts for the seasonal cycle of 1988. There is a strongpositive correlation between OLR and Ts at latitudes greater than about 30�. At lowerlatitudes the correlation tends to be negative, highlighting the regions experiencing a SGE.The correlation distribution for OLR is similar to that displayed in Chapter 5 for OLRcover the seasonal cycle of 1985 (Fig. 5.1(a)) and is consistent with work by Raval et al.(1994) and Bony et al. (1997b). The SGE regions are similar for clear-sky and all-skyconditions indicating that changes in LWCF do not o�set the clear-sky SGE. This is tobe expected, because the increase in atmospheric moisture with Ts, crucial in explainingthe clear-sky SGE, is likely to be associated with an increase in (deep convective) cloudamount. Therefore the decreases in OLR due to increased moisture will be compoundedby a further reduction in OLR due to a larger greenhouse e�ect of clouds. By plotting thecorrelation coe�cient between the LWCF and Ts (Fig. 6.10 (bottom)) it is evident thatthe magni�cation of the SGE by clouds is strongest in the tropical central Paci�c wherethe correlation is strongly positive. Here an increase in temperature is associated withdiminished OLR due to changes in cloud amount as inferred from changes in the di�erencebetween clear-sky and all-sky OLR with changes in Ts. Over mid-latitude ocean regions,the correlation tends to be negative. Here an increase in Ts is accompanied by a decreasein LWCF . Positive correlation over Canada and Eastern Eurasia indicate an increase in
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Figure 6.10: LSQF correlation coe�cient for ERBE all-sky OLR=aTs+b and (top) and CLERA-ERBE inferred LWCF=aTs+b (bottom) for the seasonal cycle of 1988. Signi�cant correlation at the95% con�dence level is attained where j r j > 0.58.LWCF with increasing Ts.The calculated sensitivity of OLR and OLRc to changes in Ts are plotted as a functionof the mean surface temperature for 1988 in Fig. 6.11. Below temperatures of about 273K, the e�ect of clouds is to reduce the sensitivity of OLRc to changes in Ts while thereverse is true for temperatures between about 273 and 298 K, in particular over the highlatitude ocean regions. Above about 298 K, dOLRc/dTs is negative, denoting the clear-skySGE. However, ERBE dOLR=dTs is about four times more negative than the clear-skysensitivity for temperatures above about 300 K. Therefore the longwave radiative e�ect ofclouds magnify the clear-sky SGE substantially, as denoted by a strong increase in LWCFwith increasing Ts.



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 145
Figure 6.11: Least squares �t dOLR=dTs for CLERA clear-sky and ERBE all-sky OLR with meanTs for the seasonal cycle of 1988. Error bars denote one standard deviation of values for each Tsbin and are plotted either above or below the mean value only for reasons of clarity. The bars aredisplayed to highlight the statistical scatter associated with the calculated sensitivity rather than thephysical uncertainty associated with the models and data.6.5.2 Interannual time-scaleFigure 6.12 shows the correlation coe�cient for OLR=aTs+b for (a) CLERA OLRc and(b) ERBE all-sky OLR over the interannual time-scale. The general pattern of correlationfor OLRc is similar to that presented in Chapter 5, which shows the consistency between thetwo methods for inferring interannual sensitivities. The strong positive correlation at highlatitudes for OLRc is not present in the ERBE all-sky OLR calculations, indicating thatthe presence of clouds reduces the OLR variability due to changes in Ts. This conclusiononly holds where LWCF is signi�cant; errors in ERA Ts may also reduce the correlationbetween ERBE OLR and Ts. Negative correlation in the tropical central Paci�c shown inFig. 6.12(a) highlight regions experiencing a clear-sky SGE. This signal is much stronger forERBE all-sky OLR (Fig. 6.12(b)), indicating that clouds act to enhance the clear-sky SGE.This is further highlighted by plotting the CLERA-ERBE inferred LWCF correlation withTs (Fig. 6.13(a)). The strong positive correlation between longwave cloud radiative forcingand Ts present over the tropical central Paci�c show that an increase in Ts is associated withan increase in LWCF in these regions. Plotting the correlation between ERBE ASR and Ts(Fig. 6.13(b)) it is shown that strong negative correlation is present over the tropical centralPaci�c, indicating that the shortwave e�ects of clouds counteract the longwave e�ects overthe interannual time-scale in this region. There are few regions of strong correlation betweenERBE net radiation and Ts indicating that the shortwave irradiance variability cancels out
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Figure 6.12: Least squares �t correlation coe�cient for OLR=aTs+b for (a) CLERA clear-sky OLRand (b) ERBE all-sky OLR for the interannual time scale. Signi�cant correlation at the 95% levelis attained at j r j > 0.5.the longwave radiation variability. However, in the tropical central and eastern Paci�cthere is signi�cant positive correlation (Fig. 6.13(c)). The situation in the tropical centralPaci�c appears to be mirrored in mid-latitude regions of the northern central Paci�c. Herethe correlation between ASR and Ts is positive, while the LWCF is negatively correlated,albeit weakly, with Ts. In the tropical eastern Paci�c, positive correlation between LWCFand Ts are combined with only weak negative correlation between ASR and Ts.The sensitivity of irradiance to changes in Ts are plotted with 1 K bins of mean Tsbetween 290 and 302 K in Fig. 6.14. The tropical Paci�c (100� E to 100� W; 30� S to30� N) is considered to increase the signal to noise ratio, and to allow comparison withBony et al. (1997a). Error bars denote one standard deviation about the mean for each
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Figure 6.13: LSQF correlation coe�cient for (a) CLERA-ERBE inferred LWCF=aTs+b and (b)ERBE ASR=aTs+b and (c) ERBE NET=aTs+b for the interannual time scale. Signi�cant correl-ation at the 95% level is attained at j r j > 0.5.
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Figure 6.14: Least squares �t sensitivity of (a) ERBE all-sky OLR and CLERA clear-sky OLR and(b) CLERA-ERBE longwave cloud radiative forcing, ERBE absorbed solar radiation and ERBE netdownwelling top of atmosphere radiation to changes in Ts for 1 K Ts bins for the interannual timescale over the tropical Paci�c. Error bars represent one standard deviation about the mean valuefor the temperature bin and are plotted either above or below the line only. The bars are displayedto highlight the statistical scatter associated with the calculated sensitivity rather than the physicaluncertainty associated with the models and data.Ts bin, and are plotted either above or below the lines only for clarity. At high Ts all-skydOLR=dTs is strongly negative, but with a large scatter about the mean value. Again, theclear-sky SGE is magni�ed by the e�ects of clouds. The OLRc sensitivity to changes inTs are similar to those calculated by Bony et al. (1997a) who consider monthly di�erencesbetween 1988 and 1987 for individual temperature bins and plot sensitivity with July 1988mean sea surface temperature.Fig. 6.14(b) shows CLERA-ERBE inferred dLWCF=dTs and ERBE dASR=dTs anddNET=dTs with mean Ts for the same interannual time-scale. Below 298 K, the sens-itivity of ASR to changes in Ts tend to dominate over the LWCF , which shows a smallsensitivity to Ts. Thus dNET=dTs is also positive, although over most regions this positiverelationship is not statistically signi�cant. This implies that low level stratus cloud maybe important in these regions; changes in low cloud amount, for example, produce only a



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 149small change in LWCF due to relatively high cloud top temperatures, while they e�ect-ively increase the albedo of the surface (e.g. Sinha and Shine (1995)). Because dASR=dTsis generally positive in these Ts bins, it is postulated that changes in cloud amount and/orproperties associated with an increase in Ts act to decrease the re
ectivity of the Earth-atmosphere system. One mechanism for this would be a decrease in low cloud amount withincreasing Ts over the interannual time-scale. Decreases in cloud optical depth with surfacetemperature over ocean regions, which may also explain this result, have been observed byTselioudis et al. (1992).At high Ts there is an increased scatter of sensitivities for each temperature bin. However,there is a tendency for dLWCF=dTs to be positive (denoting an ampli�cation of the clear-sky SGE) and for dASR=dTs to be negative. The shortwave and longwave cloud e�ecttend cancel each other in terms of the radiation budget response to changes in Ts at thetop of the atmosphere over the interannual time scale. This cancellation was noted byRamanathan and Collins (1991) who ascribed it to an increase in deep convective cloudassociated with Ts for the highest tropical surface temperatures. Kiehl (1994) argued thatthis cancellation is a fortuitous facet of the tropical tropopause height. This result is alsohighlighted by Bony et al. (1997a) although the di�erent analysis method used gives cloudforcing values approximately double those of the present study for the ERBE data. Apositive dNET=dTs for high Ts is evident in Fig. 6.14(b) despite the cancelling betweenlongwave and shortwave cloud radiative forcing. This may be explained in part by theclear-sky SGE (negative dOLRc/dTs) contribution to the changes in the all-sky radiationbudget. Considering Fig. 6.13(c), it is apparent that signi�cant positive correlation betweenNET and Ts is mainly distributed across the central and eastern equatorial zone. Theseareas are subject to generally large atmospheric and oceanic divergence which are thereforelikely to re-distribute heat from the positive radiative feedback over the interannual time-scale. Despite the small sensitivity of longwave cloud radiative forcing to changes in Ts attemperatures below 299 K, the sensitivity of net radiation at the top of the atmosphere issigni�cantly less than dASR=dTs; again, the contribution of the clear-sky longwave e�ects(positive dOLRc=dTs) explains this.6.5.3 Regional StudiesThe correlation studies of the previous section show regions of strong coupling betweencomponents of the radiation budget at the top of the atmosphere and Ts. The nature of thisstrong coupling is now assessed. Three regions are chosen for this purpose and are de�nedin Table 6.2. These regions all show signi�cant correlation between cloud radiative forcingand Ts over the interannual time-scale (Fig. 6.13).



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 150Table 6.2: De�nition and mean irradiance for three regions. Values in parentheses denote thestandard deviation for monthly mean anomalies (i.e. over the interannual time scale). NCP =north central Paci�c, TCP = tropical central Paci�c and TEP = tropical east Paci�c.Region Boundary Ts LWCF ASR NET(K) (Wm�2) (Wm�2) (Wm�2)NCP 30 to 45�N, 170 to 210�E 290.5 (0.5) 37.7 (3.2) 277.3 (4.8) -0.8 (4.3)TCP -10 to 10�N, 170 to 200�E 301.7 (0.7) 39.9 (12.6) 323.7 (13.5) 16.1 (3.5)TEP 0 to 10�N, 220 to 280�E 299.5 (0.8) 30.3 (6.0) 312.1 (6.4) 58.6 (5.0)The tropical eastern Paci�c (TEP) receives the most net radiation at the top of theatmosphere, but the highest mean Ts are encountered in the tropical central Paci�c (TCP).The northern central Paci�c (NCP) receives a net de�cit in radiation at the top of theatmosphere. Here the interannual variability (denoted by the interannual standard deviationdisplayed in parentheses) of ASR is greater than that of LWCF and tends to contributethe most to the variability in the net radiation. Over the TCP, the variability of LWCFand ASR are similar in magnitude and the anomalies opposite in sign. This is evident whenplotting monthly mean ASR, LWCF , and Ts anomalies from 1985 to 1990 (Fig. 6.15). Thestrong coupling between ASR, LWCF and Ts as highlighted in Fig. 6.12 is also evident in thetime series. Changes in Ts are associated with variations of LWCF of like sign and changesin ASR of opposite sign. This is a likely result of the coupling between deep convectivecloud amount and Ts variation over the 1987-1988 ENSO event. The compensation betweenASR and LWCF is particularly revealing; a correlation coe�cient of -0.96 is calculatedbetween ASR and LWCF anomalies. The gradient dASR=dLWCF of -1.0 implies a nearperfect cancellation of shortwave and longwave e�ects of clouds at the top of the atmosphereover this region. This had been previously explored by Kiehl (1994). Pierrehumbert (1995)argued that this result minimises the importance of cloud on the top of atmosphere radiationbudget in these regions. However, the shortwave cloud radiative e�ects are manifest at thesurface while the longwave cloud radiative e�ects generally a�ect the atmospheric radiativecooling (e.g. Harshvardhan et al. (1989)). Thus it is naive to argue that the radiativeimpact of changes in deep convective cloud on climate may be discounted.There is less compensation between ASR and LWCF in the tropical eastern Paci�c(Fig. 6.15(b)) than for the central Paci�c (Fig. 6.15(a)). The stronger coupling betweenLWCF and Ts than for ASR and Ts is apparent in the TEP; Ringer and Shine (1997) ex-plained similar �ndings for the 1983 ENSO in terms of decoupling between low-altitude cloud
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Figure 6.15: Interannual monthly anomalies of ASR (Wm�2), LWCF (Wm�2) and Ts (10�K)for (a) the tropical central Paci�c (TCP), (b) the tropical eastern Paci�c (TEP) and (c) the northerncentral Paci�c (NCP).



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 152amount and higher altitude cloud amount. The apparent negative relationship between Tsand ASR in the NCP illustrated in Fig. 6.13(b) is determined primarily by the strong neg-ative ASR anomaly during June and July of 1987 and the positive anomaly the following,warmer July (Fig. 6.15(c)).Surface warming in the TCP and TEP is generally associated with increases in the netradiation received at the top of the atmosphere with dNET=dTs of 3.4 Wm�2K�1 for theTCP and 4.2 Wm�2K�1 for the TEP with signi�cant correlation at the 99.9% signi�cancelevel. This is due to the SGE dominating over the cloud albedo e�ect over the TCP: wherethe shortwave and longwave cloud radiative e�ects cancel at the top of the atmosphere, thestrong clear-sky greenhouse e�ect dominates the net radiation budget. Over the TEP, apositive feedback due to the longwave radiative e�ects of cloud tends to dominate the netradiation budget at the top of the atmosphere.6.6 All-sky Irradiance Sensitivity to Relative HumidityChapter 5 highlighted the strong dependence of OLRc on changes in RH , especially intropical regions. Because cloud amount and liquid water path are determined to a largeextent by RH , the OLR response to changes in this parameter is dependent on the directclear-sky e�ects and also the indirect e�ects of changes in cloud amount and properties.Shortwave cloud radiative forcing will also be a�ected indirectly by RH if indeed cloudamount is strongly dependent on RH .6.6.1 Seasonal CycleFigure 6.16 shows the correlation coe�cient for (a) CLERA OLRc and (b) ERBE all-skyOLR with RH and also for (c) CLERA-ERBE inferred LWCF with RH for the seasonalcycle of 1988. The clear-sky correlation distribution is similar to that presented in Chapter5 (Fig. 5.6(a)) despite the di�erent year and alternative de�nition of tropospheric RHused. All-sky OLR shows a similar correlation distribution, to the clear-sky case, withstrong negative correlation of less than -0.75 over much of the tropics. Regions of strongpositive correlation south of New Zealand and across north eastern China, which highlightareas where temperature e�ects are both dominating and counteracting the e�ects of RHchanges on the OLR, are also common to both clear and all-sky OLR. Figure 6.16(c) showsthat LWCF is positively correlated with RH over large portions of the globe. Studies suchas J.M. Slingo (1980) have shown cloud amount to be related to RH . It is therefore likelythat increases in RH lead to an increase in cloud amount which in turn acts to decreaseOLR. Changes in cloud properties and cloud altitude, however, may also be correlated with
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Figure 6.16: LSQF correlation coe�cient for (a) CLERA clear-sky OLR=aRH+b, (b) ERBE all-sky OLR=aRH+b and (c) ERBE-CLERA inferred LWCF=aRH+b for the seasonal cycle of 1988.RH is de�ned as the column mean relative humidity weighted by pressure thickness of slab between200 and 800 hPa. Signi�cant correlation at the 95% con�dence level is attained for j r j > 0.58.
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Figure 6.17: LSQF dOLR=dRH for CLERA clear-sky and ERBE all-sky OLR with mean RH forthe seasonal cycle of 1988. Also plotted is the CLERA-ERBE inferred dLWCF=dRH. Grid pointswithin 30 o of the equator for which �0:75 > r > 0:75 are used. One standard deviation aboutthe mean is plotted as an error bar for each bin and are displayed to highlight the statistical scatterassociated with each calculated sensitivity rather than the physical uncertainty associated with themodels and data.RH thus rendering this argument over-simplistic.The irradiance sensitivity to changes in RH is plotted for 5% bins of mean RH overthe seasonal cycle of 1988 (Fig. 6.17). Grid points of signi�cant correlation at the 99.5 %con�dence level are used, with error bars denoting one standard deviation about the meansensitivity for the bin. The tendency for the OLRc sensitivity to changes in RH to becomemore negative for lower RH , described in the previous chapter, is reproduced using thedi�erent de�nitions of column mean RH . However, for RH of less than 50%, the oppositeis true when considering all-sky OLR. The sensitivity of LWCF to changes in RH tendsto increase with increasing humidity for RH < 50%. This may be explained as follows:when RH is low for a given grid point, the fraction of the grid point that may potentiallybecome overcast following an increase in RH is also low. At progressively higher grid meanRH , the fractional area that may become overcast for a given increase in RH is likely toincrease. Thus the sensitivity of LWCF to changes in RH increases with the mean RHfor each grid point. In the most moist regions (i.e. RH > 50%) the fractional area that isalready overcast is likely to be large; thus further increases in grid mean RH will producemarginally smaller increases in cloud amount and consequently smaller increases in LWCF .An extreme case would be where the entire grid point is overcast - here increases in RH willfail to increase cloud amount further. Changes in cloud properties associated with changesin RH complicate this simple explanation.
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Figure 6.18: LSQF correlation coe�cient for OLR=aRH+b for (a) CLERA clear-sky OLR and(b) ERBE all-sky OLR for the interannual time scale. Signi�cant correlation at the 95% con�dencelevel is attained where j r j > 0.5.6.6.2 Interannual Time-ScaleThe strong negative correlation between OLRc and RH over the interannual time scalein Chapter 5 is reproduced for the di�erent method of inferring interannual statistics, andfor the alternative de�nition of RH (Fig. 6.18(a)). For ERBE all-sky OLR, the regions ofstrongest correlation are less coherent although there is a negative correlation for most gridpoints (Fig. 6.18(b)). Globally, changes in RH appear to be more important with regardto both clear-sky and all-sky OLR over the interannual time-scale than over the seasonaltime scale.Generally, LWCF shows positive correlation with RH (Fig. 6.19(a)) while ASR showsa negative correlation (Fig. 6.19(b)), although there are notable exceptions such as the
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Figure 6.19: LSQF correlation coe�cient for (a) CLERA-ERBE inferred LWCF=aRH+b, (b)ERBE ASR=aRH+b and (c) ERBE NET=aRH+b for the interannual time scale. Signi�cantcorrelation at the 95% con�dence level is attained where j r j > 0.5.
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Figure 6.20: LSQF all-sky and clear-sky dOLR=dRH (a), and dLWCF=dRH, dASR=dRH anddNET=dRH (b) for the interannual time-scale for 5% bins of mean RH. Units are Wm�2 per %.Vertical error bars denote one standard deviation about the mean sensitivity calculated for each RHbin and are displayed to highlight the statistical scatter associated with each calculated sensitivityrather than the physical uncertainty associated with the models and data.coastal regions of South America, central Africa and the Amazon basin. The reasons forthese disparate correlations are discussed in Sec. 6.6.3. The compensating e�ects betweenthe longwave and shortwave e�ects of clouds causes correlation between NET and RH tobe insigni�cant over much of the globe. However moderate positive correlation is recordedover the coastal regions of north west Africa and central Chile as well as Saudi Arabia andthe northern sub-tropical Paci�c.The calculated sensitivity of clear-sky and all-sky OLR to changes in RH is shown inFig. 6.20(a) while the LWCF , ASR and NET sensitivities are displayed in 6.20(b). Thesensitivities are plotted for 5% bins of mean RH within 50� of the equator. The compens-ation between LWCF and ASR is apparent, although the shortwave e�ects generally tendto dominate over the longwave cloud e�ects for most grid points. Thus the changes in cloudamount and properties associated with changes in RH generally conspire to locally coolregions for an increase in RH as dLWCF=dRH + dSWCF=dRH tends to be negative.This is o�set by the clear-sky longwave e�ects with the net downward radiation at the top



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 158of the atmosphere showing little sensitivity to changes in RH in all but the driest regions.In these dry regions, increases in RH are generally associated with increased net radiationtrapped by the Earth-atmosphere system. Because the cloud e�ects are small over thesedry regions, the strong OLRc sensitivity to changes in RH described in Chapter 5 mayexplain this result. This is investigated further in the following section. As was the case forthe seasonal time scale, there appears to be a general increase in dLWCF=dRH with RHfor the drier regions, while the reverse is true for the regions of high RH . A correspond-ing maximum magnitude of dASR=dRH is apparent over the regions where mean RH isbetween about 40 to 50%. However, it must be noted that the scatter of points about themean values for each bin is large.6.6.3 Regional StudiesFinally, the irradiance correlation with RH discussed in the previous section are examinedlocally in greater detail. The purpose of this section is to answer two questions, the �rstbeing: are the positive relationships between NET and RH explained by the strong OLRcdependence on RH in the sub tropics? The second question is, what causes the anomalousnegative correlation between LWCF and RH over tropical Africa, the Amazon and thePeruvian coastal regions?Dealing with the Amazon region �rst, the area 280 to 290� E and 8� S to 2� N wasconsidered. Fig. 6.21 shows the interannual monthly anomalies of ERBE all-sky OLR andCLERA OLRc (a) and CLERA minus ERBE inferred LWCF and 450 hPa RH from ERA(b) for each month from February 1985 to January 1989. The tendency for RH anomalies tobe associated with LWCF anomalies of opposite sign is apparent in Fig. 6.21(b). However,on closer inspection it is found that positive LWCF anomalies and negative RH anomaliesare generally found in the �rst half of the time-series while the reverse is true for the secondhalf. The changes in LWCF , rather than being explained by changes in all-sky OLR,appear to be a result of generally positive OLRc anomalies before January 1987 and negativeanomalies after this date (Fig. 6.21(a)). Chapter 5 showed OLRc to be determined to a greatextent by RH in tropical regions. Indeed 
uctuations in OLRc are negatively correlatedwith RH , which appears to become more positive with time after 1986. The change inRH anomalies are consistent with the error in ERA, as discussed in Chapter 2, wherebyarti�cially produced desert conditions in the Amazon region before 1987 were recti�ed bydiscarding the assimilation of erroneous surface pressure observations. To reiterate, a trendfor ERA RH to increase over Amazon regions after 1986 is an artifact of ERA whichintroduces a corresponding spurious decrease in interannual OLRc anomalies from 1987onwards in CLERA. Over tropical Africa a trend for RH to decrease over the interannual
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Figure 6.21: Interannual monthly anomalies of (a) ERBE all-sky OLR and CLERA clear-sky OLRcand (b) ERA 450 hPa RH and CLERA minus ERBE inferred LWCF over the period, February1985 to January 1989. The vertical dashed line marks the apparent change in the ERA RH trend.time-scale appears to explain the anomalous correlation between LWCF and RH over thisregion (not shown). This is associated with the southward shift in the African ITCZ in ERA(Kallberg (1997)) which occured at a similar time to the Amazon climate shift as discussedin Chapter 2. Thus the method of calculating LWCF in the present study is prone to errorover these regions and causes an erroneous negative correlation between LWCF and RHthat is not generally seen over other parts of the globe.The cause of the local positive relationship between net absorbed irradiance at the topof the atmosphere and RH is now addressed. To increase the signal to noise ratio a regionthat displays a positive correlation between NET and RH was chosen where interannualchanges in Ts are small. The sub-tropical north Paci�c region, 170 to 210� E and 10 to 25� Nwas chosen. Figure 6.22(a) shows the positive relationship between LWCF and ERA 450hPa RH and the negative correlation between ASR and RH . Interannual cloud radiativeforcing variability is greater than 20 Wm�2 while RH anomalies 
uctuates by about 20%over the period February 1985 to January 1989. Increases in RH appear to explain the
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Figure 6.22: Relationships between interannual monthly anomalies of the top of atmosphere irradi-ance and RH for the northern sub-tropical Paci�c (170 to 210� E and 10 to 25� N) over the periodFebruary 1985 to January 1989. (a) LWCF (triangles) and ASR (Circles) with ERA 450 hPaRH. (b) ERBE ASR with CLERA-ERBE inferred LWCF . (c) ERBE net downward irradiancewith CLERA clear-sky OLR. (d) ERBE net downward irradiance with ERA 450 hPa RH.change in cloud radiative forcing, the mechanism proposed being that increases in RH areassociated with increased cloud amount. The changes in longwave and shortwave cloudradiative forcing are of opposite sign; this is clearly seen in Fig. 6.22(b) which displaysinterannual monthly anomalies of ASR with LWCF . The negative relationship is close tothe solid line which denotes �ASR = ��LWCF . Thus it may be argued that changesin cloud radiative forcing exert only a small in
uence on the net radiation at the top ofthe atmosphere for the tropics (e.g. Kiehl (1994)). If this is the case, it is intuitive thatthe signi�cant correlation between NET and RH is ascribed to variations in the clear-skyirradiance. Interannual changes in clear-sky ASR are small compared to OLRc 
uctuations.Therefore the changes in OLRc should explain the interannual dependence of NET on RH .Figure 6.22(c) indeed shows changes in OLRc to be strongly correlated with NET (the solidline shows �NET = ��OLRc). Chapter 5 showed the strong negative dependence ofOLRc on RH - increases in RH act to decrease OLRc which thus increase NET. This isconsistent with the positive relationship between NET and RH (dNET/dRH = 0.4 Wm�2per %) highlighted in Fig. 6.22(d).
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Figure 6.23: Interannual monthly anomalies of ASR with 800 hPa RH (a) and interannual monthlyanomalies of NET and ASR (b) for the region 265 to 275� E and 18 to 28� S over the period February1985 to January 1989.Changes in OLRc associated with RH 
uctuations appear to be important with regard tothe all-sky net irradiance at the top of the atmosphere, albeit for the sub-tropical region con-sidered. This explanation does not hold for the positive dNET/dRH o� the coast of Chile.Here variability in NET is determined primarily by the ASR. The positive dNET/dRHare explained by positive correlation between ASR and column mean RH rather than thenegative dLWCF/dRH which is small. The reason for this correlation is not obvious andis at odds with the generally negative relationship between interannual ASR anomalies andRH which is intuitively explained by the positive coupling between cloud amount and RH .It is postulated that changes in low-altitude cloud, which a�ect the ASR but only in
uencethe OLR slightly, and which is decoupled from the column mean RH , explain this result.Indeed, the main stratocumulus regions tend to show weak correlation between ASR andcolumn mean RH (Fig. 6.19(b)). This is supported by the analysis of Klein (1997), whoused surface observations and thermodynamic soundings to show that stratocumulus cloudamount is negatively correlated with RH immediately above the boundary layer while show-ing a positive relationship with RH within the important cloud layer at about 900 hPa.Indeed, ASR is strongly and positively correlated with ERA RH above the boundary layerat 800 hPa (Fig. 6.23(a)) although there is only weak negative correlation with RH atpressures greater than 850 hPa (not shown). The strong dependence of interannual NETanomalies on ASR variability is highlighted in Fig. 6.23(b) with values generally within10 Wm�2 of the solid line which represents �NET = �ASR.



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 1626.7 Summary and DiscussionSatellite observations of the Earth's radiation budget at the top of the atmosphere areused in conjunction with simulated OLRc to assess the variability of radiation budget com-ponents and their dependence on changes in temperature and humidity. The longwave cloudradiative forcing is calculated as the di�erence between simulated OLRc and observed satel-lite all-sky OLR. This ensures global coverage and is consistent with the calculation of cloudforcing used in climate model studies (e.g. Cess et al. (1992)) and avoids cloud contamina-tion of clear-sky scenes (e.g. Slingo and Webb (1992)). However errors in the ERA climateintroduce additional irradiance errors. Analysis suggests that surface emissivity errors overdesert areas (Slingo et al. (1998)) and erroneous humidity trends over the Amazon andtropical Africa (Kallberg (1997)) limit the use of simulated OLRc in these regions. TheERBE absorbed solar radiation is used to infer information concerning shortwave cloud ra-diative forcing. Again, this ensures global coverage. However, where 
uctuations in surfacealbedo or aerosol optical depth are signi�cant, the ASR may not be primarily determinedby changes in cloud amount and properties. Also, inferring interannual statistics for highlatitude regions is problematic because of the large seasonal variation in insolation. A moreconsistent method of calculating shortwave cloud radiative forcing would be to extend thesimulation of clear-sky longwave radiation to include clear-sky shortwave irradiance estim-ates using realistic surface albedo and atmospheric pro�les of absorbing and scattering gasessuch as water vapour, ozone and aerosols. Using this in conjunction with satellite all-skyshortwave irradiance would provide estimates of shortwave cloud radiative forcing that isconsistent with climate model calculations. This is beyond the scope of the present study,however.The range of OLRc observed by ERBE for variations in RH is generally found to beless than simulated by CLERA. This is consistent with previous studies (e.g. Collins andInamdar (1995), Slingo et al. (1998), Ho et al. (1998)). The reason for the apparent un-derestimation of ERBE OLRc variation with changes in RH is twofold. Firstly, cloudcontamination over dry regions causes the high OLRc in these regions to be underestimatedby ERBE (e.g. Weare (1995)) and secondly the ERBE OLRc is not as low as CLERA OLRcin regions of high RH due to the di�erent de�nitions of clear-sky 
uxes used by ERBE andCLERA (e.g. Cess et al. (1992)). It is of greater consistency when calculating irradiancesensitivity to ERA parameters, which are assimilated for clear and cloudy conditions, touse the CLERA de�nition of OLRc . This is because clear-sky 
uxes sampled by ERBE aregenerally for less humid conditions than sampled by ERA monthly means. This is consist-ent with the spatial gradient of OLRc with column average RH being more negative for



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 163the CLERA simulation than for ERBE (see Slingo et al. (1998), their Fig. 12) and couldresult in studies such as Raval et al. (1994) underestimating the OLRc sensitivity to columnmean relative humidity. Comparing CLERA and ERBE OLRc more realistically wouldrequire that CLERA irradiance be �ltered in the same manner as that of ERBE clear-skyproducts. This comprehensive undertaking is not considered in the present study but maybe addressed in the future.Estimates of irradiance variability over the seasonal and interannual time-scales showLWCF to enhance the OLR variability at low latitudes. It is anticipated that variation incloud amount may explain this result. At high latitudes the presence of clouds causes OLR
uctuations associated with variability of Ts to be reduced. This is because changes in sur-face emission are essentially absorbed by the cloud deck and translated to a diminished OLRvariation by the smaller variation in cloud-top emission. This only applies where LWCF issigni�cant - in predominantly clear-sky regions OLR variability is mainly determined by theclear-sky component. While clouds act to increase OLR variability locally, the cancellinge�ect between regions due to subtle shifts in the large-scale circulation cause their e�ecton global mean OLR variability to be much smaller. A similar conclusion was drawn byRossow and Zhang (1995). The e�ect of clouds on global OLR variability is reduced fur-ther when considering that some of the interannual variability is an arti�cial result of thesatellite combinations used in the ERBE data. Using ERBS OLR and considering the WideField of View ERBS data (Minnis et al. (1993)), it is shown that the large change in ERBEOLR anomalies between November 1986 and February 1987 are likely to be in part due tothe change from NOAA-9 to NOAA-10 sun-synchronous orbiting satellites that were usedin conjunction with ERBS. This constitutes a serious uncertainty in the ERBE interannualvariability statistics. With this caveat in mind, considering the variance in components ofthe radiation budget globally, the variability of OLRc appears to contribute about 30 %to the variability of the net irradiance with the remainder being ascribed to the residualbetween the longwave and shortwave cloud radiative forcing.At low latitudes, clouds act to amplify the clear-sky super-greenhouse e�ect (SGE) be-cause increases in temperature are generally associated with increased RH and deep con-vective cloud, both of which act to reduce the OLR. In the tropical Paci�c, the long-wave and shortwave cloud radiative forcing appear to cancel with an observed positivedNET/dTs being explained by the clear-sky SGE. This is consistent with previous analyses(e.g. Ramanathan and Collins (1991), Kiehl (1994)). Over the eastern Paci�c, the green-house e�ect of clouds appears to dominate over the cloud albedo e�ect and this helps toexplain the positive dNET/dTs observed in these regions. This is a region of signi�cant



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 164atmospheric and oceanic divergence and therefore this apparent positive radiative feedbackis likely to be counteracted by heat export to the extra tropics (e.g. Sun and Trenberth(1998)). In regions of small divergence such as the tropical warm pool an alternative mech-anism is required to provide a restraint on a runaway greenhouse e�ect (Pierrehumbert(1995)).The changes in OLR and ASR are strongly correlated with RH , most especially over theinterannual time-scale. This is partially explained by the dependence of cloud amount onRH (e.g. J. M. Slingo (1980)). The strongest sensitivity of longwave and shortwave cloudradiative forcing to changes in RH is generally encountered over regions of intermediateRH of about 50%, where the largest fraction of the grid-box is likely to saturate withrespect to water vapour for a given change in RH compared to regions of low RH whichare predominantly clear or regions of high RH which are predominantly cloudy. However,the cancellation between the shortwave and longwave cloud radiative forcing with changesin RH result in small changes in NET in all but the dry descending regions. Here, there isa residual positive dNET/dRH and it is postulated that the strong sensitivity of OLRc toRH in these regions may provide an explanation, emphasising the importance of clear-skyfeedbacks in these dry descending regions on the Earth's radiation budget (e.g. Spencerand Braswell (1997)). This argument appears to apply to the northern sub-tropical Paci�cwith the interannual net radiation anomalies at the top of the atmosphere being in closeagreement with the OLRc anomalies simulated by CLERA. This is not the case in the thesouth-eastern Paci�c positive dNET/dRH zone. Here, changes in cloud amount are notcoupled with column mean RH and the net radiation 
uctuations are primarily dependenton the ASR. This suggests that changes in low-altitude cloud that are not dependent on thecolumn mean RH and do not in
uence the LWCF signi�cantly, are important with regardto the net radiation budget in these regions. Indeed observations show stratocumulus cloudamount to be dependent on boundary layer RH while being negatively correlated with RHabove the boundary layer (e.g. Klein (1997)). This is supported by the strong positivecorrelation between ASR and ERA RH at 800 hPa. It is postulated that this situationarises because increased suppression of convection and the associated low free-troposphericRH are associated with an increased likelihood of high humidity and cloud amount inthe inversion-capped boundary layer. When the boundary layer is less well de�ned andupward transport of moisture is permitted, increased free tropospheric RH results. Thisis associated with the diminished likelihood of stratocumulus formation and a resultingincrease in ASR.



CHAPTER 6. SATELLITE IRRADIANCE OBSERVATIONS 165The presence of clouds exert a large in
uence on the Earth's radiation budget locallyalthough globally there exists a degree of cancelling between regions with regard to cloudradiative forcing. The strong local dependence of longwave and shortwave components ofthe radiation budget on RH is less marked when considering entire circulation systems.Also the counteracting e�ects of the longwave and shortwave cloud radiative forcing causeonly small perturbations to the net radiation balance. Systematic changes in temperaturedue to internal climate forcing result in small changes in the radiation budget componentslocally, but are important on a global scale. Therefore the huge potential impact of cloudson the Earth's radiation balance and climate, while still being highly signi�cant, is muchreduced when considering (a) entire circulation systems and (b) the net radiation. However,this conclusion applies at the top of the atmosphere. Shortwave cloud radiative forcing ismanifest primarily at the surface while the longwave trapping of cloud acts mainly in theatmosphere (e.g. Harshvardhan et al. (1989)). Thus the e�ect of clouds on the radiationbudget and the in
uence on the atmospheric circulation are more complex (Rossow andZhang (1995)). The nature of the present study does not allow the quanti�cation of cloudradiative feedbacks, but highlights regions of apparent strong coupling between cloud radi-ative forcing and temperature/humidity and provides a test for climate models to reproducethe simulated coupling regionally and over the entire globe. It also highlights inconsistencieswithin and between data sets. These comprise of cloud contamination and inter-satellitecalibration problems in ERBE, surface emissivity errors and spurious local trends in hu-midity in the ERA data set and the inconsistency between ERA humidity and the clear-skysampling of ERBE. The resulting errors are signi�cant compared to the interannual irradi-ance variability and therefore suggest interannual statistics must be viewed with an air ofcaution. A longer data set with fewer inconsistencies and a more accurate determination ofcloud amount and type are required for a better understanding of the climate system andits interannual variability.



Chapter 7CONCLUSIONSThe use of models to understand the present climate and to predict reliably the futureclimate is limited by insu�cient knowledge of the climate feedback processes operating.Climate model output must therefore be validated by comparisons with observations orobservationally-derived quantities before their use as scienti�c tools are fully justi�ed. Themotivation behind this thesis is the need to improve our understanding of the radiativefeedbacks operating, such as that involving water vapour. The primary tool used to addressthis requirement was a simulation of the clear-sky longwave radiation budget (CLERA, de-scribed in Chapter 2). The simulation used the ECMWF Re-Analysis (ERA) from whichclear-sky longwave irradiance was calculated. While being strongly determined by the ra-diative transfer model used and the ECMWF model representation of the climate overthe period 1979 to 1993, the simulated irradiance implicitly included a strong observationalelement given the extensive use of conventional and satellite-derived observations of meteor-ological parameters to constrain the general circulation model. It is important to establish�rstly that the simulation realistically captures the mean �elds and the variability in theEarth's radiation budget. If ERA is incapable of simulating observed quantities well, thepro�ciency of non-observationally constrained climate models must be seriously questioned.Thus the aims of this thesis were twofold. Firstly, extending work by Slingo et al. (1998),the simulated irradiance was evaluated at the surface utilising ground-based radiometricobservations (Chapter 4). Secondly, the simulation was used with the ERA data to provideinformation on the clear-sky feedbacks operating in the present day climate (Chapter 5).Subsequently the in
uence of cloud and its variability on these feedbacks were investigatedby combining satellite observations of the top of atmosphere radiation budget with theCLERA and ERA data (Chapter 6). An accurate narrow-band radiative transfer modeland an array of standard atmospheric pro�les and radiosonde soundings were also usedextensively to aid interpretation (Chapters 2 and 3). The main �ndings are presented in166



CHAPTER 7. CONCLUSIONS 167the following section.7.1 Main FindingsWhat parameters are most important in in
uencing clear-sky longwave irradi-ance variability and determining its uncertainty?The clear-sky downwelling longwave irradiance at the surface (SDLc) is determined primar-ily by two parameters. The total column moisture (u) is important, especially in the warmer,moister pro�les, because it directly in
uences the water vapour continuum emission fromthe lower troposphere in the window region of the longwave spectrum. In the stronglyabsorbing regions of the spectrum, the atmosphere approximates to a black-body emitterand therefore results in the strong sensitivity of the SDLc to the atmospheric temperaturedirectly above the surface. Thus, 
uctuations and uncertainty in u and T0 strongly a�ectthe variability and uncertainty in SDLc and therefore also the net downward clear-sky long-wave irradiance at the surface (Fnet). The surface emissivity error is also important withregard to Fnet for land regions, especially over deserts. Unrealistic interpolation of moistureand most especially temperature between near-surface model levels introduces additionalerrors. The clear-sky outgoing longwave irradiance to space (OLRc) is strongly dependenton atmospheric moisture and temperature. The strong dependence of OLRc on surface andatmospheric temperature is evident over latitudes greater than about 40�. At lower latit-udes, it is primarily changes in relative humidity (RH) that determine the OLRc variability.The saturation of the water vapour rotation bands with increasing RH explains why OLRcis most sensitive to RH in dry regions of the atmosphere such as the sub-tropical uppertroposphere.Can a simulation of the Earth's clear-sky longwave radiation budget which usesthe ECMWF re-analysis accurately represent irradiance variability?Slingo et al. (1998) demonstrated the quality of the simulated OLRc by comparison withsatellite irradiance observations by ERBE. The present study extended this investigationby comparing simulated SDLc with radiometric observations at the surface. A signi�cantcomponent of the analysis relied on the estimation of clear-sky observations using the avail-able radiation budget data. This constituted a severe limitation of the present study andhighlights the need for direct observations of cloud amount and type to accompany radi-ation budget measurements at the surface. Nevertheless, the comparison yielded reasonableresults with the simulated irradiance generally being within the observational uncertaintyof 10 Wm�2. Periods of rapid changes in SDLc present in the observations also feature



CHAPTER 7. CONCLUSIONS 168in the simulation - further evidence of skill in simulated irradiance at the surface. For thesub-arctic region, the root mean squared di�erence between the observed and simulatedSDLc ranges from 8.4 Wm�2 using the longwave irradiance clear-sky �ltering technique to12.6Wm�2 using the shortwave irradiance clear-sky �ltering technique. This compares witha root mean squared di�erence between simulated and observed SDLc of 9.2 Wm�2 for thetropical warm pool. Much of these di�erences can be attributed to systematic di�erencesbetween observed and simulated irradiance.The tendency for SDLc to be greater than the observed values for warm, moist pro�lesand less than observed clear-sky irradiance for drier, colder pro�les is in agreement with asimilar study by Dutton (1993). The di�erences are greater than 10 Wm�2 in many cases.Using the narrow-band model in conjunction with collocated radiosonde soundings andERA pro�les at the sub-arctic site, the di�erences were explained partly by the tendencyfor ERA pro�les to be too moist and/or warm in the sub-arctic summer while being too dryand/or cold for the sub-arctic winter. It is postulated that preferential clear-sky samplingof drier instantaneous observed pro�les, compared to the ERA 6-hourly averaged pro�les,explains the moist ERA bias in summer. The known cold bias of ERA surface temperaturesover land regions (Kallberg (1997)) is consistent with the ERA cold bias compared toobservations during winter and spring months. Cloud contamination of clear-sky inferredobservations is also consistent with the observed SDLc being greater than simulated valuesduring the winter and spring. Di�erences of about 1.5 K between observed surface and2.6m altitude temperatures in the tropical western Paci�c are not well represented by ERAand are consistent with the tendency for simulated SDLc to be of order 10 Wm�2 greaterthan extrapolated observed values. Further comparisons between irradiance measured andsimulated at the surface are required to con�rm these conclusions.A recently developed formula based on observations for estimating the surface longwaveirradiance (Prata (1996)) compared favourably with monthly-mean irradiance simulatedby CLERA. The root mean squared SDLc di�erence of about 8 Wm�2 reduces to about6Wm�2 when u is prescribed by ERA rather than estimated from surface conditions. Muchof the remaining di�erences are explained by the tendency for the formula to calculate SDLcthat is of order 10 Wm�2 greater than simulated values over mid-latitude regions. Thisdi�erence is likely to be explained primarily by (i) the limited spatial coverage of irradianceand meteorological variables used to derive the empirical constants in the formula, (ii)cloud contamination of observed irradiance used to derive the empirical constants, and/or(iii) errors in the CLERA simulation. Further work is required to apportion the erroramong these reasons. While the formula is limited in its ability to predict SDLc accurately



CHAPTER 7. CONCLUSIONS 169on smaller time and space scales, its main advantage over alternative formulas, such asDilley and O'Brien (1998), is its reliance on radiometric and meteorological observationsto determine model constants empirically. The generally sparse ground-based radiometricmeasurements and the problems of increasing both the spatial extent and the accuracy ofthe surface observational network in the future therefore necessitates the use of alternativeradiation budget data, such as that simulated by CLERA, to evaluate the surface 
uxesproduced by climate models.What are the primary limitations of the CLERA simulation, the ECMWF re-analysis data and the ERBE satellite data?The �rst and foremost limitation of the CLERA simulation is that the e�ect of cloudsand shortwave irradiance on the Earth's radiation budget are not considered. A futureundertaking would be to extend the simulation to include these e�ects. As it stands, theclear-sky simulation nevertheless remains a powerful tool for understanding the dependenceof the clear-sky greenhouse e�ect on atmospheric parameters and for testing the ability ofclimate models to reproduce the clear-sky greenhouse e�ect and its variability. The presentstudy identi�ed the following more speci�c problems with the simulation:1) Arti�cial drifts in the ERA climate over central Africa and the Amazonas region ofSouth America (Kallberg (1997)) correspond with erroneous interannual trends in simulatedOLRc after 1986. The analysis of interannual variations in simulated OLRc in conjunctionwith satellite observations of all-sky OLR are therefore of limited use in these regions.2) The strong sensitivity of OLRc to RH in the upper troposphere combined with thepaucity of free-tropospheric humidity measurements as input to ERA hinder the assessmentof RH 
uctuations and its in
uence on the variability of OLRc.3) The unit speci�cation of �s over desert regions is at odds with observations (e.g.Sutherland (1986)) and explains the di�erences between simulated OLRc and satellite ob-servations over these regions, in agreement with Slingo et al. (1998). Analysis suggests thatthe resulting simulated irradiance error at the desert surface will be greater still.4) The interpolation of temperature between the lowest atmospheric model layer andthe surface is at odds with observations from the tropical western Paci�c (e.g. Weller andAnderson (1996)) and is likely to explain the overestimation of SDLc over tropical oceanregions. It is important to bear this in mind when comparing irradiance at the surfacebetween models and observations.5) While ERA employed a consistent assimilation system throughout the analysisperiod, the spatial and temporal availability of observations was subject to signi�cant vari-ability. The arti�cial trends resulting from this inconsistency therefore constitute a further



CHAPTER 7. CONCLUSIONS 170limitation on the identi�cation of climate variability.Limitations of the satellite data were also identi�ed:1) Cloud contamination of clear-sky observations can explain the tendency for ERBEOLRc to be less than CLERA values for regions of low RH .2) Clear-sky sampling by satellite is inconsistent with analysed products which varymarkedly between clear-sky and overcast regions. Thus, ERBE OLRc is sampled for lowerRH than is given by ERA monthly-means because periods of clear-skies sustain lower RHcompared to the entire monthly sample which contains both clear and cloudy scenes. Thisexplains the tendency for simulated OLRc , which is derived directly from ERA RH , tobe less than ERBE OLRc over moist tropical regions. This inconsistency and point (1)explain why the sensitivity of ERBE OLRc to changes in ERA RH is apparently smallerin magnitude than the sensitivity simulated by CLERA.3) Inter-satellite calibration problems at the end of 1986 are likely to explain the largeshift in ERBE global-mean interannual OLR anomalies from negative before January 1987to positive after this date. The global-mean interannual variability of OLR is thereforelikely to be overestimated by ERBE.A peculiarity of the ERBE observation period is that three independent and signi-�cant events take e�ect almost simultaneously at approximately January 1987, these being(1) the ERBE satellite inter-calibration problem, (2) the arti�cial changes in ERA climateover the Amazon and central Africa and (3) the onset of the 1987 El Ni~no. This there-fore precludes clear identi�cation of the causes of interannual variability of the radiationbudget. To improve our understanding of the Earth's radiation budget and its dependenceon atmospheric and cloud parameters it is paramount that these limitations be addressed.A prime goal is to produce an observational data set that is sampled in a consistent mannerto surface, atmospheric and cloud properties.The Super-greenhouse E�ectThe super-greenhouse e�ect (SGE) describes an unstable clear-sky longwave radiativefeedback whereby longwave cooling decreases with increased warming. It is de�ned at thesurface by positive dFnet=dTs and at the top of the atmosphere as negative dOLRc=dTs.Previous studies, for example by Inamdar and Ramanathan (1994), have argued that ther-modynamics cannot explain the observed negative dOLRc=dTs and that the SGE observedat the top of the atmosphere is manifest as an unstable feedback to the surface ratherthan the atmosphere. While this is generally true, the present study has shown small re-gions of the tropical upper troposphere (i.e. about 175 hPa) capable of producing a SGEwhen relative humidity remains constant. Also the SGE occurs not only at the surface but



CHAPTER 7. CONCLUSIONS 171also in the atmosphere over the seasonal cycle in the tropics. The SGE at the top of theatmosphere corresponds with large changes in convective regime associated with shifts inthe Hadley circulation over the seasonal cycle and the meridional variation of the Walkercirculation over the interannual time-scale and is consistent with a similar study by Bonyet al. (1997b). The increases in RH , most especially at pressures between 100 and 700 hPa,that accompany the warming and associated change in convective regime are the primaryexplanation for the SGE.Although increases in the magnitude of shortwave cloud radiative forcing with increasingRH provides a mechanism that counteracts the SGE, the observed cancellation of short-wave and longwave cloud radiative forcing in the tropics (e.g. Kiehl (1994)) appears tonecessitate an alternative explanation for the stability of tropical sea surface temperatures(e.g. Pierrehumbert (1995)). Pierrehumbert (1995) also argued that evaporative heat ex-changes cannot constitute a stabilising mechanism when considering the top of atmosphereSGE, because cooling at the surface is counteracted by the latent heating of the atmospherewhen considering the column mean heat budget. However, Gershunov et al. (1998) showedthe distribution of SGE regions to be decoupled from evaporative cooling of the surface,implying that moisture transport results in evaporative cooling of the surface over less con-vective regions of the tropics and exerts a latent heating of the atmosphere within the meanascending regions of the tropics. Also, recall that the SGE is manifest primarily as an un-stable longwave radiative feedback to the surface (Lubin (1994), Inamdar and Ramanathan(1994)) and that the shortwave cloud radiative forcing is manifest at the surface whilelongwave cloud radiative forcing mainly a�ects the atmosphere (e.g. Harshvardhan et al.(1989)). Therefore the SGE at the ocean surface may be counteracted by the shortwaveshading e�ect of clouds. Sun and Trenberth (1998) showed that both the shortwave cloudradiative forcing at the surface and the oceanic heat-export to the extra-tropics stabilisesthe clear-sky unstable longwave radiative heating of the surface. Atmospheric export ofenergy to the extra-tropics is also important in balancing the residual between the latentheating and the radiative cooling of the atmosphere. These mechanisms are thought to playa crucial role in the export of heat from the tropics over the 1986-87 ENSO and furtherbegin to explain the equability of tropical sea surface temperature. Thus in understand-ing the SGE and the radiative and dynamic feedbacks operating over tropical regions anintegrated approach in analysing both the dynamic and radiative components of the heatbudget is required over entire circulation systems (e.g. Lau et al. (1996)).



CHAPTER 7. CONCLUSIONS 172How do changes in Relative Humidity in
uence the water vapour feedback?There is a wealth of evidence to suggest a positive water vapour feedback to increasingTs (e.g. Manabe and Wetherald (1967), Cess et al. (1990), Rind et al. (1991)). However,variations in free-tropospheric moisture, which are relatively uncertain and less coupled withTs compared to the boundary layer, require further study. Using the CLERA simulationsystem and the ERA data, the e�ect of changes in RH were shown to exert signi�cantin
uence locally on the OLRc. Although OLRc is most sensitive to a given change inRH if that change is in the upper troposphere, the variability of ERA RH in tropicalregions is greatest in the mid-troposphere. Changes in RH throughout the troposphere,but most particularly in the mid-troposphere (i.e. 400 to 700 hPa), are found to exertsigni�cant in
uence on OLRc. This is supported by the analysis of Sinha and Harries(1997). However, the e�ect of subtle shifts in the large-scale circulation, that locally causelarge changes in RH and therefore signi�cant OLRc variability, are much reduced whenconsidering the global-mean radiation budget. Globally, changes in RH have only a smallin
uence on the strongly positive water vapour feedback encountered when relative humidityremains constant. There is weak evidence to suggest that changes in upper troposphericRH counteract this positive feedback. This is consistent with the proposed mechanismof Lindzen (1990) whereby an increasingly vigorous circulation in a warmer climate woulddetrain water vapour at a higher, colder altitude in the tropics, thereby supplying less watervapour to the sub-tropics and causing an increase in OLRc over these sub-tropical regions.However, changes in RH at lower altitudes appear to overwhelm the upper tropospheric RHe�ect with the overall water vapour feedback being even more positive than the constantRH water vapour feedback in the ERA climate. These conclusions are dependent on ERAproviding a reasonable representation of free-tropospheric water vapour amount and itsvariability. Humidity at higher altitudes of the troposphere in ERA is subject to signi�cantuncertainty. This limitation needs to be addressed before con�dence can be ascribed to theERA depiction of the water vapour feedback.What e�ect do clouds have on the variability of the Earth's Radiation Budget?The presence of cloud reduces the OLR variability at high latitudes due to the dimin-ished e�ectiveness of surface emission 
uctuations in in
uencing OLR. At low latitudes thevariability of cloud amount and properties increase the OLR variability relative to clear-skyconditions. The e�ect of cloud on the radiation budget at the top of the atmosphere is re-duced when considering (a) the cancellation between their longwave and shortwave radiativee�ects and (b) the regional cancellation between cloud radiative forcing when consideringthe global-mean irradiance. Point (a) is particularly evident in tropical regions (e.g. Kiehl



CHAPTER 7. CONCLUSIONS 173(1994)) and results in the interannual variability of net absorbed irradiance at the top ofthe atmosphere being almost exclusively determined by OLRc over some regions, for ex-ample the northern sub-tropical Paci�c. In such regions, changes in RH are likely to havea signi�cant impact on the net radiation budget.The cloud radiative forcing is strongly dependent on RH . Increases in RH are generallyassociated with increased longwave and shortwave cloud radiative forcing over much of theglobe. This is consistent with previous observational studies such as J. M. Slingo (1980)which show cloud amount to be dependent on RH . The stratocumulus regions tend todisplay weak correlation between cloud radiative forcing and column mean RH includinga strong anomalous positive relationship between absorbed solar radiation at the top ofthe atmosphere (ASR) and 800 hPa RH over ocean regions to the west of central Chile.This anomalous correlation is explained by considering the observational results of Klein(1997), who showed stratocumulus cloud amount to be positively correlated with RH inthe boundary layer but negatively correlated with RH above the boundary layer. Whenlarge-scale atmospheric descent is weak in these regions, vertical moisture transport fromthe boundary layer reduces RH near to the surface thus decreasing the likelihood of low-altitude cloud formation. The resulting higher RH above the boundary layer is thereforeassociated with reduced stratocumulus albedo e�ects thereby increasing ASR. This explainsthe tendency for ASR to increase with free-tropospheric RH in these regions.7.2 Future WorkSurface Radiation BudgetThe validation of surface 
uxes simulated by climate models is dependent on robust sur-face observations on a global scale. The Global Energy Budget Archive (GEBA) has beenone source of data of use in validating surface 
uxes in climate models (e.g. Wild et al.(1995)). The need for a comprehensive surface irradiance data set is currently being ad-dressed by the Baseline Surface Radiation Network (BSRN; Philipona et al. (1998))1, theIntegrated Surface Irradiance Study (ISIS; Hicks et al. (1996))2 and Darnell et al. (1996)3.The present study has highlighted the need for simultaneous observations of cloud amount,surface properties and atmospheric pro�les of temperature and water vapour concentrationcombined with any broadband radiation budget data set at the surface. A more rigorous1WWW address(1998): http://ezksun2.unizh.ch/2WWW address(1998): http://www.srrb.noaa.gov/3Darnell, W. L., et al., Surface Radiation Budget: A long-term Global Dataset ofShortwave and Longwave Fluxes, c
1996 American Geophysical Union, WWW address(1998):http://www.agu.org/eos elec/95206e.html



CHAPTER 7. CONCLUSIONS 174test of radiation schemes demands their evaluation against spectrally resolved observations.It is only after such direct comparisons are undertaken, combined with su�ciently accurateinformation on the surface and atmospheric properties, that con�dence may be ascribed tothe modelled radiative properties of water vapour and clouds. Han et al. (1997) demon-strated the value of comparing observed and modelled irradiance across the longwave spec-trum in view of improving, albeit empirically, the performance of the Clough et al. (1989)(CKD) water vapour continuum parameterization. The Atmospheric Radiation Measure-ment (ARM)4 programme is currently comparing observed spectral irradiance at the surfacewith line-by-line modelled irradiance. Preliminary results by Revercomb(1998)5 suggestedthe CKD 2.2 foreign broadened continuum, which is used in this thesis, was too large bya factor of 3 at 400cm�1 although the sensitivity of the results to errors in water vapourand temperature pro�les and the selection of clear-sky scenes were emphasised. As wasillustrated in Chapter 2, the tropical atmosphere at the surface approximates a black-bodyemitter across much of the longwave spectrum. Thus it is important to observe spectralirradiance at higher altitudes (e.g. Kilsby et al. (1992), Rudman et al. (1994)) and higherlatitudes (e.g. Walden et al. (1998)) where water vapour amount is low and the longwavespectrum rich in structure. Our understanding of the radiative properties of water vapourmay then be tested more severely. This applies especially to the water vapour continuum,which has thus far been determined empirically using laboratory measurements and spec-trally resolved irradiance observations.Top of Atmosphere Radiation BudgetSatellite observations of the radiation budget at the top of the atmosphere and derivedatmospheric and surface parameters allow, in combination with surface irradiance data andconventional observations of surface and atmospheric parameters, the simultaneous val-idation of climate models at the surface, the top of the atmosphere and throughout theatmosphere. They also provide valuable information on climate variability and the import-ant feedback processes operating within the the climate system. The following projects willbuild on the recent success of the ERBE project:1) CERES - The Clouds and Earth's Radiant Energy System6 forms a major part ofthe Earth Observing Systems (EOS) program7. It is anticipated to be one of the primarytools for the global validation of climate model representations of clear-sky and cloud ra-4WWW address(1998): http://www.arm.gov5H. E. Revercomb(1998), AERI-ER at the SHEBA Ice Station: Far Infrared H2O Continuum, WWWaddress(1998): http://www.arm.gov/docs/research/science/R00029.html6WWW address(1998): http://asd-www.larc.nasa.gov/ASDhomepage.html7WWW address(1998): http://eospso.gsfc.nasa.gov/



CHAPTER 7. CONCLUSIONS 175diative forcing and feedbacks (e.g. Wielicki et al. (1998)). The �rst CERES system wasinstalled on the Tropical Rainfall Measurement Mission satellite in 1997 and is includedon the EOS-AM and -PM satellites due for launch in 1998 and 2000 respectively. CERESis essentially the follow-on project to ERBE and will sample the shortwave, thermal win-dow region and total radiation broad band radiance at a 20 km resolution. Inamdar andRamanathan (1997) outlined the bene�ts of the window channel for understanding thegreenhouse e�ect. Advantages over ERBE include increased irradiance accuracy, provisionof radiative 
uxes within the Earth's atmosphere, estimates of cloud amount and propertysampled in a consistent manner to the irradiance and an improved cross-track scanner thatis likely to improve on the ERBE angular models of Brooks et al. (1986) (Wielicki et al.(1998)). The addition of spectral radiance data from MODIS (described in the followingsub-section) is expected to increase the validation potential of the CERES system with re-gard to modelled irradiance. For example, the observed spectral signature of climate changemay eventually be used to validate climate model signatures, such as those described bySlingo and Webb (1997).2) ScaRaB - The Scanner for Radiation Budget Experiment8 (Kandel et al. (1998))also complements the earlier ERBE top of atmosphere radiation budget. One signi�cantimprovement over ERBE is the provision of two narrow band channels (0.55 to 0.65 �mvisible channel and 10.5 to 12.5 �m longwave window channel) as well as the shortwave andtotal broadband channels. Top of atmosphere radiance of accuracy better than 1% in thelongwave and 2% in the shortwave domain was provided between January 1994 and March1995 (Kandel et al. (1998)). A second ScaRaB system has recently been launched.3) GERB - Geostationary Earth Radiation Budget9: A major disadvantage of ERBE,ScaRaB and CERES radiances are their poor temporal sampling (i.e. about two measure-ments per day at a given location) and the need for spatial and temporal radiance modelling(e.g. Brooks et al. (1986)). The GERB project (Mueller (1997)) is expected to provide 15minute sampling resolution for radiance and will therefore be able to resolve the diurnalcycle and measure the time-evolution of radiances. Total broadband radiance (0.35-30 �m)and the shortwave component (0.32-4 �m) are to be provided. Accuracy is anticipated tobe 1% in the shortwave and 0.5% in the longwave domains. The geostationary satellite(METEOSAT Second Generation) carrying the GERB scanners will 
y over zero latitudeand longitude; ascertaining the domain over which su�ciently accurate radiance is meas-ured must therefore be addressed. Provision of ground-based radiation data collocated withGERB will allow simultaneous validation of irradiance simulated at the surface and the topof the atmosphere by climate models.8WWW address(1998): http://w3.gkss.de/ muelj/ScaRaB.html9WWW address(1998): http://www.ssd.rl.ac.uk/gerb/WEB PAGE.HTM



CHAPTER 7. CONCLUSIONS 176Upper Tropospheric Water VapourA limitation of the ERA climate is the uncertainty regarding water vapour amount andits variability in the free-troposphere. Inaccuracy in radiosonde humidity measurementsat high altitude and the poor vertical resolution and uncertainties involved in the satellitederivation of this quantity hinder our understanding of the water vapour feedback to sur-face warming. Recent and future advances in the measurement of water vapour amountand its variability provide a means of addressing this problem. Elliot (1995) argues thatincreasing accuracy of radiosonde humidity measurements at higher altitudes together withincreasing consistency between the radiosondes used by di�erent countries auger well forthe future of conventionally based measurements of upper tropospheric moisture. However,the remote sensing of water vapour pro�les by satellite is likely to improve signi�cantly inthe future with the improvement of existing data sets and the launch of new, more versatileinstruments:1) TOVS - The TIROS N Operational Vertical Sounder has provided information onatmospheric water vapour since 1979. Using the high-resolution infrared radiation sounder(HIRS) brightness temperatures, estimates of upper tropospheric humidity have recentlyprovided a means of assessing the uncertainty attatched to this parameter in climate mod-els (e.g. Chen et al. (1996), Bates and Jackson (1997)). Signi�cant discrepancies in themeans and the variability were identi�ed and further studies are required to resolve thecauses of these di�erences. A new analysis of the HIRS data combined with the TOVSmicrowave sounding unit (MSU) data was recently described by Chaboureau et al. (1998).The new generation of HIRS/MSU instruments combine the Atmospheric Infrared Sounder(AIRS), the Advanced Microwave Sounding Unit (AMSU) and the Humidity Sounder Brazil(HSB)10. Temperature and moisture pro�les will be constructed from the microwave chan-nels by cloud-clearing using the infrared channels (wavelength (�) from 3.74 to 15.4 �mwith resolution �=��=1200) of AIRS.2) SAGE II - Stratospheric Aerosol and Gas Experiment11: A seven channel photo-meter aboard the ERBS satellite (launched in 1984) provided estimates of water vapourmixing ratio in the stratosphere and upper troposphere for over 5 years using the solaroccultation technique (McCormick (1987)). This data set provided one of the �rst cluesin support of the positive water vapour feedback produced in climate models (Rind et al.(1991)). Chiou et al. (1997) presented estimates of the water vapour mixing ratio verticaldistributions and seasonal variability within 55� of the equator and between 6 km and40 km altitude. These were consistent with METEOSAT estimates of upper tropospheric10WWW address(1998) http://www-airs.jpl.nasa.gov/about airs.html11WWW address(1998): http://arbs8.larc.nasa.gov/sage2/sageii.html



CHAPTER 7. CONCLUSIONS 177humidity variability (e.g. see Soden and Bretherton (1993)). The follow-on experiment(SAGE III12) is expected to improve on the accuracy of humidity measurements, extendingthe water vapour coverage to altitudes between 50 km and the planetary boundary layer.3) HALOE - Halogen Occultation Experiment13: Water vapour pro�les from 0.002 hPato just below the tropopause were presented by Jackson et al. (1998). A broad band �lterat 6.6 �m provided this information from solar occultation. The data are likely to be oflimited use with regard to tropospheric humidity much below the top of the troposphere,although Jackson et al. (1998) believe it to be more accurate than SAGE II over convectiveregions.4) MOZAIC - Measurement of Ozone Aboard In-service airCraft14: A humidity sensorinstalled on aircraft provided information regarding humidity 
uctuations between approx-imately 290 hPa and 166 hPa, mainly over the Atlantic region (Gierens et al. (1997)).This is a unique data set, independent of satellite and radiosonde estimates, and has beenavailable since 1994. Were humidities to be routinely measured and available for opera-tional purposes, they would provide valuable information on water vapour amounts andtheir variability that could be subsequently used to evaluate climate model estimates andthe ERA representation of the upper tropospheric humidity.5) MODIS - The Moderate Resolution Imaging Spectro-radiometer15 is a 36 channelradiometer that measures between 0.4 and 14.4 �m (e.g. Running et al. (1994)) and iscapable of providing information on water vapour concentrations. Unique to MODIS arethe �ve near-infrared channels around the 0.94 �m water vapour band which will provideinformation on column moisture and eventually vertical pro�les of water vapour.Cloud amount and propertiesOne of the largest uncertainties in predicting the future climate stems from our incom-plete knowledge of the macro- and micro-physical properties of clouds and how they willrespond to a warming climate (IPCC (1996)). Therefore the careful monitoring of clouds isparamount to our understanding of the climate system. Rossow and Cairns (1995) recom-mended that a minimum requirement for cloud monitoring included global coverage withat least 6 observations per day for each 50 km sampling region. They further asserted thatthe continuous measurement for at least 10 years with high precision instrument calibrationof about 1% accuracy is needed to resolve the decadal changes in climate.1) ISCCP - The International Satellite Cloud Climatology Project (Rossow and Schif-12WWW address(1998): http://www-arb.larc.nasa.gov/sage3/Index.html13WWW address(1998): http://haloedata.larc.nasa.gov/home.html14WWW address(1998): http://www.cnrm.meteo.fr:8000/mozaic/15WWW address(1998): http://ltpwww.gsfc.nasa.gov/MODIS/MODIS.html



CHAPTER 7. CONCLUSIONS 178fer (1991)) has provided global coverage of cloud amount and type since 1983. CombiningISCCP and ERBE data has provided valuable information regarding the dependence ofcloud radiative forcing on changes in cloud parameters (e.g. Ringer (1994), Weare (1995))and was used by Rossow and Zhang (1995) to derive the radiation budget at the surface.2) CERES - Estimates of cloud radiative forcing, in a similar manner but more ac-curate and of higher spatial resolution than ERBE products, will combine with consistentestimates of cloud physical properties and atmospheric and surface properties over a 15 yearperiod. Results from the CERES system on-board the TRMM satellite (launched in 1997)are currently becoming available.3) MISR - The Multi-angle Imaging Spectro-radiometer16: Cloud albedo and cloud-top altitude will be derived by measuring shortwave radiance in 4 bands (446 nm, 558 nm,672 nm and 866 nm) and at nine separate angles. The MISR is anticipated to measurealbedo ten times more accurate than using just one, downward pointing sensor. The MISRsystem is launched on the EOS-AM satellite in 1998 which also contains the CERES sys-tem. The albedo is calculated using additional measurements from the single sensor on theCERES system that samples the entire solar spectrum.4) MODIS - The multi-spectral radiances from MODIS will provide information onglobal cloud cover, cloud optical thickness and particle radius. A multi spectral approach isexpected to improve on the accuracy of cloud cover estimations which have previously onlyutilised the 10-12 �m window region of the longwave spectrum. Multi-spectral radianceobservations are expected to detect cloud cover globally including semi-transparent cirrusclouds. Three distinct bands (8.6 �m, 11 �m and 12 �m) will also di�erentiate between thedi�erent phases of cloud (ice, liquid and vapour). Daytime visible and near infrared cloud-phase techniques will complement the longwave radiance method. Cloud optical thicknessand e�ective radius will be derived during the day using seven bands from 0.66 to 11 �m.MODIS will also improve on existing cloud detection techniques in accuracy and spatialresolution (250 to 1000 m).Direct Extension of this ThesisThe results presented in this thesis are relevant for the data sets utilised and for the peri-ods of time considered in the analyses. For example, the comparison of simulated surfaceirradiance with observations may usefully be extended by employing all available surfaceradiation budget data such as provided by the BSRN. The analysis of OLRc dependenceon temperature and relative humidity may be extended to months other than July andusing the re-analysis of the National Centre for Environmental Prediction (NCEP) rather16WWW address(1998): http://www-misr.jpl.nasa.gov/



CHAPTER 7. CONCLUSIONS 179than ERA. Analysing the simulated changes in atmospheric heating rates associated withtemperature and humidity changes is also likely to complement the investigation in Chapter5. The e�ect of clouds on the Earth's radiation budget, as presented in Chapter 6, wouldfurther bene�t from the use of cloud climatologies such as ISCCP. Nevertheless, the presentstudy has helped to show the quality of the CLERA simulation and its successful implement-ation as a tool for assessing the variability of the Earth's radiation budget. The simulationtherefore provides a powerful method for validating the clear-sky irradiance and heatingrates simulated by climate models (e.g. Slingo (1997)). The subject of future research is tocompare climate model irradiance variability and sensitivity to temperature and humidity
uctuations with CLERA. Initially, this may be completed for clear-sky longwave irradi-ance, thus evaluating the climate model depiction of clear-sky radiative feedbacks comparedto ERA. Extending the study to include satellite irradiance and utilising cloud climatologies(e.g. Rossow and Schi�er (1991)), the ability of climate models to reproduce the variab-ility of cloud amount and cloud radiative forcing may also be assessed. The advantage ofusing the CLERA simulation in conjunction with satellite data to estimate cloud longwaveradiative forcing is the removal of biases in the satellite-derived OLRc . However, limita-tions in the ERA climate must be considered in this evaluation. Rectifying these problemswould require a re-run of the ECMWF re-analysis which would also bene�t from new datasets such as SAGE II and HALOE and the revisiting of existing data sets such as TOVSand the radiosonde data base to provide a more complete and more consistent analysis ofthe atmosphere. A future project, ERA-40, will extend the 15 year ERA project to 40years. Therefore decadal climate variability may be assessed which cannot be resolved byERA-15. At the beginning of the ERA-40 period (1958), the small amount of assimilatedobservational data is likely to mean that the ERA-40 climate will approximate to a free-running climate model. However, valuable information will be provided by assessing theimpact of the generally increasing amount and accuracy of conventional or remotely sensedobservational data on the ERA-40 climate.7.3 Final CommentsThe increasingly extensive temporal and spatial coverage of Earth radiation budget meas-urements combined with consistent sampling of surface, atmospheric and cloud parameterswill both increase our understanding of the the climate system as well as help the evaluationof climate models in predicting the future climate. The results presented in this thesis helpto validate, assess the limitations and exploit a new method of assessing the clear-sky andcloud radiative feedbacks operating in the present climate which is model-based but obser-vationally constrained. A future aim is to utilise new radiation and water vapour data sets



CHAPTER 7. CONCLUSIONS 180to build on the present study. This information may be used to test and improve the climatemodels vital in predicting the future climatic change and from which impacts on the Earth'sbiota, and thence human-kind, may be quanti�ed. One of the greatest challenges in thisrespect is to be able to accurately predict potential regional changes in climate. Becauseof our reliance on the present climatic regime, a change in the climate distribution as wellas the change in global mean climate are likely to exert a severe impact on human-kinds'future well-being.
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